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Foreword

This book presents a comprehensive reference of state-of-the-art efforts and early
results in the area of autonomic networking and communication. The essence of
autonomic networking, and thus autonomic communication, is to enable the au-
tonomic component, device or system to govern the set of services and resources
delivered at any given time while protecting context-sensitive business goals. An
additional challenge is to provide self-governance in the face of changing user needs,
environmental conditions, and business objectives. In other words, an autonomic
network understands relevant contextual data and changes to those data, and
adapts the services and resources it provides in accordance with business-driven
policies that protect user and business interests.

Autonomic computing is often described as self-CHOP (self-configuration,
-healing, -optimisation, and -protection). Autonomic networking instead focuses
on self-knowledge, which is the foundation to build self-governance. Note that self-
CHOP functionality is still provided, but the emphasis of autonomic networking
is on the foundation to realise self-CHOP, not in the different self-* technologies
and benefits.

Given this foundation, the next challenge is how to apply autonomic net-
working principles in the network on an application-specific basis. Since networks
continue to grow increasingly larger and more complex, they become harder to
manage efficiently and reliably. The goal is not to eliminate human personnel, but
rather to automate the currently numerous manually-intensive tasks that are so
error-prone in today’s networks. We advocate a formal systems approach in which
autonomic devices, components and systems are able to detect, diagnose and re-
pair faults, as well as adapt their configuration and optimise their performance in
the face of changing user needs and environmental conditions. Both of these must
be done while protecting and healing themselves in the face of natural problems
and malicious attacks. Building adaptive and autonomous control directly into the
corresponding network elements enables a shift of focus from the technology used
by the network elements to the provisioning of next generation converged services.

This special issue explores different ways in which autonomic principles and
techniques can be applied to existing and future networks. In particular, this book
is divided into three main parts, each of them represented by three papers dis-
cussing a particular aspect from industrial as well as academic perspectives.

The first part focuses on architectures and modelling strategies. It starts with
a discussion on current standardisation efforts for defining a technological neutral,
architectural framework for autonomic systems and networks. This first paper also
defines a set of critical system services that Autonomic Networks require and em-
phasises (along with the other two papers in this section) that a new framework
based on standards must be developed to build a new generation of infrastruc-
tures (networks and systems) with inherent autonomic capabilities. The second
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paper examines how a telecommunication company utilises autonomic principles
to manage its infrastructure. In particular, this paper focuses on defining seman-
tic information as the basis for knowledge. It defines the need to focus on legacy
equipment and services, not just new ”clean slate” devices, and advocates the use
of software agent technologies. The final paper in this section describes a Euro-
pean effort to model distribution and behaviour of and for (autonomic) network
management. While a P2P paradigm was used, this approach is suitable for many
different topologies. Its key contribution is the use of a metamodel dedicated to
modelling the needs of network management.

Part two of this book is dedicated to middleware and service infrastructure
as facilitators of autonomic communications. This part starts introducing a con-
nectivity management system based on a resilient and adaptive communication
middleware. A key feature of this approach is its potential for sustained connec-
tivity in the event of path disruptions. The second paper of this part combines
the concept of a knowledge plane with real-time demands of the military sector
to regulate resources. This paper defines a variant of the Knowledge Plane that
uses situatedness as a new management paradigm for gathering, computing and
exchanging knowledge and control over a large network. This is followed by a
profound discussion on how the management of service access can benefit from
autonomic principles, with special focus on next generation networks. This paper
concentrates on enabling adaptive connectivity management of nomadic end hosts
across heterogeneous access networks using loosely-coupled distributed manage-
ment functions and control methods.

Part three focuses on how current networks can be equipped with autonomic
functionality and thus be migrated to autonomic networks. We start this part by
analysing the difference between traditional network management and autonomic
network management and learn how the latter enables cross-layer optimisation.
This paper emphasises the use of simple and dependable elements that can self-
organise to produce more sophisticated behaviours. The second paper shows how
a multi-agent system helps to manage a combined MPLS DiffServ-TE Domain.
An architecture is described that defines a novel LSP creation strategy that re-
duces the number of LSPs and hence, the number of signalling operations in the
network. Finally, this part concludes with a very interesting approach that ap-
plies game theory to autonomically manage the available spectrum in wireless
networks in order to improve spectrum efficiency and maximise network revenue.
Two different games (revenue-sharing and price) model the spectrum sharing and
spectrum trading behaviours between inter-operator radio access networks, leading
to a novel bargaining based dynamic spectrum sharing approach that simplifies
reaching agreements.

We would like to thank all people who helped us providing this book for you.
First of all, all the authors who submitted papers and who made their current
research available for this book. Second, our colleagues from Birkhäuser, who gave
us the chance of publishing our view on Autonomic Communications. Last not
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least a special thanks to Roberto Ghizzioli from Whitestein Technologies, who
worked very hard over the last summer and constantly pushed us to our limits.

We hope you enjoy and learn from this book as much as we have!

Monique Calisti, Sven van der Meer, John Strassner
Zürich - Waterford - Schaumburg

November 2007
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Technology Neutral Principles and Concepts for
Autonomic Networking

Sven van der Meer, Joel Fleck, Martin Huddleston, Dave Raymer,
John Strassner and Willie Donnelly

Abstract. The 2006 MACE workshop [1, 28] has presented the drivers and
challenges of Autonomic Networking [2] and fostered an understanding of
emerging principles for this new type of networks [3]. In this paper, we present
concepts and principles that define a technological neutral, architectural per-
spective of Autonomic Networks. The work presented in largely based on
work within the Architecture team of the TeleManagement Forum (Techno-
logical Neutral Architecture, [4]) and joined research work of industrial and
academic research teams (for example Ericsson [5], HP & QinetiQ [6] and
Motorola [7]). The goal of this paper is to provide the reader with manage-
ability guidelines and architectural patterns leading to the development of
manageable autonomic software and communication systems. We present a
component-based, distributed system architecture and an associated set of
critical system services that Autonomic Networks require. Since we tackle the
problem from a technologically neutral angle, this paper will not prescribe a
single new technology, but rather provide a means that allows for federating
different technologies, each of which offers particular advantages at business
and system levels. In particular, it enables business concepts and principles
to drive system design and architectures. This may be further implemented
using currently available distributed systems information technologies.

Keywords. Technological Neutral Architecture, Autonomic, Contract.

The 1st IEEE Workshop on Modelling Autonomic Communication Environments was part
of MANWEEK 2006 (October 25-26, 2006, Dublin, Ireland); organised by the founder

of the Autonomic Communications Forum (Radu Popescu-Zeletin, FhG FOKUS), the ACF
Chair (John Strassner, Motorola Labs) and the ACF Academic Co-Chair (Willie Donnelly, WIT).

Most of the work presented in this paper is based and extracted from the TMF TNA as
described in [4]. Sven is the current editor of this document. Dave, John and Joel are Dis-
tinguished Fellows, Joel leads the Architecture Team in the TMF, Martin leads the Service
Providers Leadership Council. All co-authors have actively contributed to the TNA [4].
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1. Introduction

The technical basis of communication is shifting from typical insular solutions to-
wards interworking environments. Services influence many parts of our daily life
and all places people live and work at. With the convergence of data and telecom-
munications, the complexity, heterogeneity and size of the networks supporting
the industry is rapidly increasing. The proliferation of multiple types of smart
devices, each with many ways to connect to different networks, complicates not
just end-to-end service delivery, but also billing, provisioning and other aspects of
creating and managing the lifecycle of services.

From a network operator’s or service provider’s perspective, Operation Sup-
port Systems (OSSs) are no longer capable of easily managing the complex nature
of the infrastructure. Future OSSs must take into account not only vastly increased
amount of hardware, but also manage the increasing complexity of applications
and services in different contexts running on multiple networks.

Autonomic Networks, as an academic concept as well as a commercial op-
portunity, are seen as a business tool for competitive success overcoming today’s
roadblocks of innovation by
• managing the increasing business, system, and operational complexity of

these environments, and
• reinforcing the ability of the business to determine the specific network ser-

vices and resources to offer at any given time [22].
Autonomic Networks address the service providers’ needs to increase opera-

tional efficiency by an order of magnitude and reduce time to market of competitive
services. At the same time, software developers and system integrators will find
completely new ways of quickly producing profitable solutions. More importantly,
services and resources provided by an Autonomic Network will be able to be easily
changed by appropriate business goals and policies.

Our work is aimed at the heart of this challenge. We provide the principles and
concepts, in a technological neutral way, that allow for a re-thinking on the part
of information and communication service providers on how they run and manage
their business. We also provide a new way for software developers to embrace
these concepts by defining a new way to specify, design and develop management
software. The ultimate goal is to define a framework that provides stakeholders all
means to dynamically adapt their services and software to the changing needs of
customers.

In this paper, we focus not on implementation, but on a logical (technological
neutral) framework, with appropriate definitions and specifications, that can be
published and discussed in order to provide the concepts and tools for (techno-
logical specific) implementations and deployments. This architectural framework
will allow for self-aware and self-healing service creation. In their deployment,
these services will be self-adapting, self-optimising and self-configuring. In their
operation, these services are envisioned to be self-protecting, self-managing and
self-composing. These features, in turn, enable Autonomic Networks to adapt to
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(rapidly) changing business needs, technological innovations and environmental
conditions with no (or very limited) human intervention. With this goal, our work is
supporting the development of an Autonomic Communications Framework, whose
mission is to support the development of different (autonomic) elements targeted
at essential business needs.

The remainder of this paper is organised as follows: Section 2 provides an
insight of what MACE has identified as Autonomic Networking. We provide an
overview of the general components (or functional blocks) of an Autonomic Net-
work and we introduce the FOCALE architecture, which defines the closed control
loop that we are applying to our work. Section 3 provides the bases to define a
technological neutral architectural framework, which effectively is a set of concepts
and principles using the same terminology and taxonomy to identify challenges in
defining a technological neutral architecture. Section 4 uses all basic concepts of
section 3 and defines the Distributed Interface Orientated Architecture by means
of a conceptual model. This Conceptual Model defines the areas of concern, shows
how governance tasks are realised (or supported), and provides a layered approach
combining all these aspects. Section 5 then defines the four basic artefacts: Con-
tract, Component, Service, and Policy plus one specification for an Operation.
Finally, section 6 gives an overview of the TMF TNA specifications, including
framework services and domains. The paper is summarised in section 7 (where we
also discuss current work items) and the acknowledgments followed by the list of
used references.

2. The Vision of Autonomic Networking

One result of the MACE Workshop [1] was that the presented novel methodologies,
architectures, processes and algorithms have been following a similar vision: Auto-
nomic Networking. In essence, this vision describes the ability of a communications
system to self-govern its behaviour within the constraints of the business goals that
the system as a whole seeks to achieve. To achieve autonomic networking, infor-
mation and data modelling captures knowledge related to network capabilities,
environmental constraints and business goals/policies. Unlike other approaches,
Autonomic Networking combines the knowledge from these models with informa-
tion from a set of ontologies. This produces an augmented set of data structures
that, together with reasoning and learning techniques, can be used to reason about
network conditions. Knowledge embedded within system models will be used by
policy-based network management systems (together with translation/code gen-
eration and policy enforcement processes) to automatically configure network el-
ements in response to changing network conditions, environmental changes and
changing business goals.
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FIGURE 1. Autonomic Network and Closed Autonomic Control 
Loop 1271 

The model-centric approach (Fig. 1) delivers considerable improvements over 
existing statically configured systems, since it supports the reconfiguration of net- 
works with minimal human intervention. However, to deliver full Autonomic Net- 
work capabilities, we believe it is also necesary to introduce processes and al- 
gorithms into the system infrastructure to maintain optimal or near-optimal be- 
haviour in terms of global stability, performance, robustness and security (i.e., as 
developed in [25]). 

This yields a high-level approach based on one or more control loops which 
augments and complements the business models (using for example, eTOM [13] or 
ITILR [23]) which are used to govern business tasks. Each activity in the business 
model can be represented by a set of classes, such as those from DEN-ng [12] 
that describes the characteristics and features of this activity. This set can then 
represent the activity lifecycle by being used to construct one or more Finite State 
Machines (FSM). As the system changes, code is dynamically generated according 
to the appropriate FSM(s) to protect business goals. 
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Figure 2. FOCALE Architecture – Closed Control Loop (based
on [22])

Central to this approach is the presence of one or more system models that
abstract the static structure, functionality and dynamic behaviour of the under-
lying network infrastructure, management functionality and offered services. Also
modelled is the governance model of the system, realised as a continuum of poli-
cies reflecting business, system, network, device and device instance views [12].
The FOCALE architecture ([3] and [22]) shows how these models are continuously
updated in response to the changing operational context of the network, envi-
ronment, and/or changing business goals. It also describes how this knowledge
embodied within the models is utilised to automatically generate configurations
that maximise the degree to which the network satisfies business goals given its
current operational context.

The basic assumption here is: complexity is everywhere. Thus, FOCALE
is first and foremost, a way to manage complexity. Inspired by the autonomic
nervous system, FOCALE is using the following analogy: if the autonomic system
can perform manual, time-consuming tasks (such as configuration management)
on behalf of the network administrator, then that will free the system and the
administrator to perform higher-level cognitive functions, such as planning and
optimisation. In essence, FOCALE defines the self-adjusting control loop. Inputs
to the control loop consist of various status signals from the system or component
being controlled, along with policy-driven management rules that orchestrate the
behaviour of the system or component. Outputs are commands to the system or
components to adjust its operation, along with status towards other autonomic
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elements. The approach used in FOCALE architecture (cf. Fig. 2) is a policy-
driven autonomic control loop incorporating two different loops and allowing for
managing legacy components as well as autonomic elements.

3. Technological Neutral Architectural Framework

A technology neutral architectural framework consists of principles and procedures
that are used to guide the development of distributed computing solutions. These
solutions are based on architectural artefacts, using some or all of these artefacts
through the creation and re-use of artefacts retained in a knowledge base. For
example, operator deployment teams apply the procedures to identify business
needs, model solutions, validate models and build run-time systems. Each team
is staffed to fulfil the roles necessary to allow their understanding of the solu-
tion to be properly documented. Each team’s view of the solution space will be
rendered as a set of specifications created by drawing on the artefacts available
from the knowledge base. The artefacts retrieved from the knowledge base support
building a model (problem, constraints and answer) of the proposed solution. The
resulting model is used as the basis for reconciling implementation and realisation
decisions once construction on the actual distributed system solution is underway.
This methodology, called SANRR for Scope, Analyse, Normalise, Rationalise and
Rectify, is described in [14].

The types of artefacts available for use in constructing the solution model
are varied, but fall into four general categories:

1. Process Context - business process flows, system process plans and process
realisation scripts,

2. Information Context - business entities, (shared) information models and
realisation data models,

3. Operational Context - contracts, policies, components, instances and testing
systems and

4. Infrastructure - technology neutral and technology specific frameworks.
The process and information contexts provide a way to focus on a particular

dimension of the solution space. The process context emphasises the high-level
behavioural aspects of the solution space while the information context describes
specific details regarding the factual aspects (i.e., the static data and dynamic
aspects, as well as behaviour and interaction, between components of the solution
space. [14]) In FOCALE [22], changes in context cause a potentially new set of
policies to be loaded, which adjusts the current governance model to suit the new
context. These new policies then control the current functionality that is being
offered.

3.1. Terminology

The following is terminology that is used in this document. This terminology is
based on the NGOSS TNA specification [4], which incorporates definitions from
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the NGOSS Meta Model [7], SID resource specifications [9], ODP [10] and TINA
[11]:

1. Contract - The central concept of interoperability, providing a specification
of operations and behaviour, and exposing functionality contained in a com-
ponent.

2. Contract Instance - This is a manageable runtime manifestation of a Contract
implementation that provides one or more functions to other runtime entities.

3. Component - A Component is defined as a manageable software entity that is
independently deployable, built conforming to a component software model,
and uses Contracts to expose its functionality. It represents the unit of de-
ployment in the technology-neutral architecture offering one or more services.

4. Interface - Interfaces represent functionality provided by managed software
elements that reside in a Component.

5. Service – A group of (one or more) Contracts that are managed as a single
unit.

3.2. Goal – A Distributed, Interface Oriented Architecture

Autonomic Networking requires an architectural approach addressing software and
hardware heterogeneity for both an end-to-end service delivery as well as infor-
mation systems. A Distributed, Interface Oriented Architecture (DIOA) provides
the technology-neutral architectural reference point to satisfy this requirement. A
DIOA is defined as follows [4]: a provider entity offers functionality across its inter-
face that involves coordinated behaviour from both the consumer and the provider
entities. The set of consumer and provider behaviour, invoked using an interface,
is an architectural construct that can be distributed.

The NGOSS technology-neutral architecture, as an example, is specified using
a DIOA. In general, a DIOA is already technological neutral. Applications designed
using DIOA are not bound directly to any technology. A DIOA should consist of
a number of recommendations which form the basis to realise this transparency:

1. An abstract object model forms the basis. A concrete object model is derived
from it, defining the basic specification elements of an application.

2. A formal notation (language) that is used to express the object model, usually
combining characteristics for interface definition, managed components and
data exchange between components.

3. An information model specifying business processes, semantics and behaviour
in a generic or domain-specific way.

4. A Common Communication Vehicle (CCV) transporting information among
components and enabling functionality such as addressing of hierarchies,
scoping, filtering and transactions.

5. Framework services realising naming, enable mapping of information to e.g.,
directories and repositories. All services should be accessed in a unified way
similar to access of components.

6. Architectural artefacts for Business Services: Process, Policy and Security.
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In a DIOA, the topology of interfaces is based on the fact that an entity can
itself offer one or more interfaces for other entities to bind to and exploit. This
hierarchical nesting can go ad infinitum. An example of this hierarchy can be found
in [4].

With a DIOA providing a technological neutral architectural reference point
for design styles, we can achieve optimum business agility and flexibility, services
from the entire enterprise need to be re-usable at all layers of the ICT system
e.g., customer and resource facing services. Basically, there are three architectural
styles a DIOA supports: object-oriented, resource-oriented and service-oriented. A
comparison of these styles can be found in [15] and a DIOA related discussion is
part of [4].

3.3. Components

Current best practice for DIOAs is to introduce a component model for modelling
and implementing run-time entities. DIOA is used for component based software
engineering techniques for design, implementation and deployment of solutions
constructed [16]. The reminder of this section introduces related work from [16]
activities.

Component-based software engineering is concerned with the rapid assembly
of systems from components where components and frameworks have certified
properties. These certified properties provide the basis for predicting the properties
of systems built from components. Components merge two distinct perspectives:

• Component as an architectural abstraction, which express design rules that
impose a standard coordination model on all components.
• Component as an implementation, which can be deployed and assembled into

larger sub-systems or systems.

A component is an opaque implementation of functionality; a unit of deploy-
ment that is subject to third-party composition; and conformant with a component
model. The pattern of interaction among different roles, and the reciprocal obliga-
tions of components that fill these roles, must be specified. A role is an expected
behaviour pattern of an actor in an interaction. Roles are quantified in many ways
(constraints, associations and state transition diagrams).

A component model specifies the design rules that must be obeyed by com-
ponents. These design rules reduce integration problems by removing a variety
of sources of interface and architectural mismatch. The rules ensure that system-
wide definitions of attributes and behaviour are met, and that components can be
easily deployed. These rules cover also how components can be aggregated and/or
composed into larger assemblies, and define and fine-tune the external visibility of
interfaces.

3.4. Interface, Interface Definition and Service

The ability to integrate components and to develop a market of components de-
pends fundamentally on the notion of contracts. A set of component contracts



Technology Neutral Principles and Concepts for Autonomic Networking 9

is a coherent set of functional capabilities (both attributes and operations) of a
component that users/clients of those capabilities can rely on.

A DIOA-based system is characterised by the fact that each hardware and/or
software entity that provides services does so through an interface defined in a way
that the corresponding service is specified with the following characteristics:
• A description of the service (metadata describing its interface and operations,

a set of terminations for each operation).
• The behaviour of the service: pre-conditions define when and how an opera-

tion may be invoked. Post-conditions define the state that the system is left
in for each termination that can be returned when an operation is invoked
• The service must be independently manageable.

Within a DIOA, services are considered to fall into one of two general cate-
gories, both of them specified and deployed via components. The differentiation is
in the use of the services, not how the services are integrated into the network:

1. Framework Services – providing non-business oriented services to the system;
including for example naming/directory, messaging, network time, transac-
tion management/monitoring and policy distribution.

2. Business Aware Services – providing the application level functionality that
directly supports the implementation of a business process; including cus-
tomer record management, customer SLA management, service quality man-
agement, billing mediation and rating and discounting.
All services work together in order to deliver the functionality required; frame-

work services have no value add in and of themselves; while business aware services
cannot interoperate without the presence of framework services.

3.5. Technology Neutral vs. Technology Specific Architecture

One of the major guidelines of Autonomic Networking is the clear separation be-
tween the concepts that are independent of any specific implementation technology
(technology-neutral) and the concepts that are specific to one or more particu-
lar technologies (technology-specific) [4]. All functionality provided in a TNA is
documented in specifications that are neutral with respect to any particular im-
plementation technology. A TNA must be mapped to one or more appropriate
Technology Specific Architectures (TSAs). These mappings will leverage indus-
try standard frameworks (e.g., frameworks that support distributed computing,
component-based architectures, Service Oriented Architecture) as much as possi-
ble.

3.6. Compliance and Certification

Compliance and certification ensure that an application claiming compliance to a
DIOA implements and complies with the fundamental principles of it. In order for
the NGOSS architecture, as an example, to be ubiquitously deployed, it must be
possible to measure the degree of compliance that any given implementation of the
NGOSS architecture exhibits. The particular services that are deployed within an
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NGOSS based system are not the measure of its compliance. Instead, compliance
is measured by verifying if an implementation has implemented the core principles
of the NGOSS architecture, as described in [4] and [17]. The following is a listing
of the most important of these principles identifying that a compliant DIOA:

1. separates business processes from component implementations,
2. is inherently distributed,
3. uses contracts to communicate and provide functionality,
4. is componentised,
5. is security-enabled,
6. must be policy-enabled,
7. uses shared information and data; h) uses a common repository; and
8. uses a CCV.

4. DIOA Conceptual Model

A DIOA-based system1 is designed to accomplish one or more purposes, as well
as accomplish new purposes through the recombination of existing functionality
through contracts, shared data, and a CCV. The system and its purpose can
be viewed from different perspectives, whereas each perspective creates its own
requirements. However, all perspectives belong to the same basic understanding:
A DIOA-based system needs to be prepared to be used and operated in a stable,
secure, and efficient way. To guarantee this objective, the system needs to be
controlled, administered, and maintained in its entirety, supporting the general
aim of the system. This applies to each of its constituent components.

The terms use and operation describe the part of a system that is seen by
users and customers. They are concerned about the system’s ability to serve them.
A company running a system relies on its efficient operation in order to generate
revenue. This operation is supported by controlling the system. The term control
describes the brief but permanently reoccurring task of keeping the system stable
to serve its customers and to generate revenue. This includes, for example, the
configuration of system components and the record of data for accounting.

Administration and maintenance reflect long term operation and control of
a system. This general task is divided into several individual procedures. Admin-
istration starts with the permanent monitoring of the system and the logging of
all occurring events to analyse the behaviour of its components. The second aim
of monitoring is the detection of system failures; a third aim is verification of
compliance with contracted behaviour.

4.1. Areas of Concern and Governance Tasks

In Figure 3, four areas of concern are identified for a DIOA. The top block pro-
vides the interface to customers enabling them to utilise and manage services.

1The work described in this section is based on [18], further explored in [5] and detailed as DIOA
description in [4].
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Figure 3. Areas of Concern and Supported Governance Tasks

In telecommunications, this is usually provided by an OSS. Services are software
assemblies of components that offer functionality and provide access to resources
(Network Management System). Resources (Networks and Network Elements) are
software and hardware components needed for the provision of services.

Figure 3 shows also the two governance tasks of a DIOA. Information is
managed across levels, semantically and syntactically translated upwards and/or
downwards; for usage, operation and control. The system is managed at each level
through control, administration and maintenance. The assignment of individual
activities to one task depends on the system’s purpose. This is also true for the
separation of the two tasks. The translation of information is supported by man-
agement activities and the system’s management relies on information translation.

A DIOA also enables the business to be connected to and drive services and
resources. The properties of a compliant DIOA previously listed are harnessed by
contracts to ensure that the different components of each of the entities shown in
Figure 3 interoperate with each other.

Both governance tasks can be described in terms of presentation, specifica-
tion, submission, re-specification, triggering, queuing, access and execution. This
approach is used to model modular client/server applications. It is built upon small
and functionally specialised components that can be reused across multiple sys-
tems. Each part of this approach provides a specific function in the overall system
scope.

The first part focuses on the presentation of information along with the ver-
ification of results to support the specification and the submission of individual
tasks. The specification answers six questions about a task: who (identifier) wants
what (request) where (destination) when (schedule) why (purpose) and how (exe-
cution plan). This is, of course, based on the Zachman framework [24]. The answers
to who, what, when, and why are the basis for a submission that is a complete job
specification. The re-specification is responsible for the mapping of what towards
a set of commands that is needed to be executed to fulfil the purpose. Triggering
activates and deactivates jobs based on date and time information, completion
of other jobs, or other available data. Queuing provides load balancing and the



12 S. van der Meer, J. Fleck, M. Huddleston et al.

In
fra

st
ru

ct
ur

e
La

ye
r

O
pe

ra
tio

ns
La

ye
r

In
fo

rm
at

io
n

La
ye

r

DomainA

DomainB DomainC

P
ro

ce
ss

La
ye

r

Figure 4. DIOA Conceptual Model

prioritising of jobs. Access functions as a mediator between the above layers and
the execution layer. It provides interfaces to resources. Execution executes any job
that is submitted from submission via access. All described parts are supported
by navigation, security, metering and logging.

4.2. A Layered Approach of the Conceptual Model

The layered conceptual model described in this subsection offers concepts and
rules for the definition DIOA. The concepts are expressed in form of objectives and
requirements. The rules reflect the concept in a multi-layer model. This conceptual
model defines rules that need to be followed in order to realise the concepts. Finally,
the concepts and the rules can be viewed together to define an architecture.

The main objective of this DIOA layered model is to provide the means of
enabling flexibility that is needed to realise Autonomic Networking. It aims for the
seamless integration of capabilities in all layers so that management is an embedded
capability not independent or tacked on. The aim in Autonomic Networking is to
produce extreme flexibility for user applications in the way they may exploit ICT
resources in service delivery. The integration serves as a basis to develop service
platforms with integrated management facilities that enable all parts of them to
be used, controlled, operated, administered and maintained in a unified way.
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The second objective is to support the two governance tasks (information
management and system management). The model offers mechanisms to map in-
formation across identified levels and to manage entities within these levels.

We focus on four layers. Each layer is dedicated to a specific problem con-
text. Each problem context describes a dedicated viewpoint to the two areas of
concern (information management and system management) and the five terms
(use, operation, control, administration and maintenance). The layers are mod-
elled according to the four categories of artefacts introduced earlier in this paper.
Furthermore, the layers are used to specify the different types of information that
need to be mapped and the different levels of management that is needed.

The conceptual model provides the basis for a specific, yet technological neu-
tral, architecture. The four layers of the conceptual model presented in Figure 4
are:
• Process Layer – governs business tasks. Each business task is then related to

a set of classes within the Service Model. A very detailed business process
model for telecommunications can be found in eTOM [13] and ITIL R© [23].
• Information Layer – combines information models with state machines to

create knowledge about the dynamic network environment. For example, the
information modelled in SID [20] and DEN-ng [12], combined with state ma-
chines, provide a dynamic model allowing for the closed control loop explained
in the vision for Autonomic Networking.
• Operations Layer – models resource-facing interfaces and network functional-

ity based on the information models; which will be expressed here in form of
(typically vendor-specific) data models. Furthermore, framework and other
mandatory services will be provided by this layer.
• Infrastructure Layer – addresses technological specific aspects to specify the

mapping from the technological neutral part to the technological specific part.
The shown conceptual model separates business concerns from network tech-

nologies. This means, a business application (business processes) is not bound to
a particular middleware or management technology. Those technologies become
transparent for the business application. The conceptual model allows for substi-
tuting technologies without changing the business applications.

5. DIOA Architectural Artefacts

5.1. Contract

A Contract is the fundamental unit of interoperability [17]. A contract is a concise
specification of functionality - for the purposes of a computation architecture. It
is distributed via a component. It is realised by the component execution envi-
ronment as a computational entity that can be accessed by other computational
entities in conformance with the specification as delineated by the contract. Inter-
operability is important for and within each of the four layers of the conceptual
model. For example, Contract is used to define a specification of a service to be
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Figure 5. DIOA Contracts and Components [17]

delivered, as well as to specify information and code that implement said service.
Contract is also used to monitor, administer and maintain the service and ensure
that any external obligations of the contract (e.g., from an SLA) are met, and to
define what measures to take if they are violated in some way.

Contract defines how the service should be used (e.g., invoked) in order to
obtain desired results. It is much more than just a software interface specifica-
tion – it also defines pre- and post-conditions, semantics for using the defined
functionality, policies affecting the configuration, use, and operation of the desired
functionality and more. In short, Contract is a way of reifying a specification of
functionality, and guaranteeing the functionality, including obligations to other
entities in the managed environment. Thus, it must be viewed as being more than
a just container of data or a specification of a set of operations.

Figure 5 shows this concept within a component-enabled DIOA. A component
contains one or more contracts. Each of these contracts is realised by an imple-
mentation contained and deployed through the contract. The component execution
environment instantiates these contained implementations to enable the exposure
of a functional interface to the remainder of the component-enabled DIOA. Com-
ponents may be assembled into (sub) systems (or groups), whereas in this case
the (sub) system has internal (not visible to the outside) and external (visible to
the outside) contracts. Information exchanged between the functionality contained
within components is semantically and syntactically described by a contract. In
other words, components are bound by a contract. The binding between contracts
can be implicit (realised by an underlying framework) or explicit (realised by spe-
cial contracts). Policies, not seen in Figure 5, are used to govern the behaviour of
a contract.

5.2. Component

A Component is an architectural element used to deploy one or more Contracts.
It represents the unit of deployment in a DIOA [4]. Components are containers of
contracts (from a minimalist point of view) and containers of contract implemen-
tations (from the engineering point of view) for at least two different types:

1. Contracts representing non-management functions of the component and
2. Contract managing the functions of the component.
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Figure 6. DIOA Component – DIOA, SOA and combined En-
gineering Model [17]

This distinction avoids dictating which contracts the developer of an indi-
vidual component is required to implement. A component developer may imple-
ment those contracts that represent the functionality of their product, be it a
self-contained QoS management component (which could be represented by single
contract), or an end-to-end customer care system (which could be represented by
multiple contracts).

The behaviour the artefacts contained within a Component must be manage-
able. Some Components may achieve this manageability by supporting a standard
management Contract in addition to any supported non-management Contracts.

Figure 6 shows a Component engineered following the rules of DIOA. The
functionality of the Component is represented by one or more Contracts, thus
the Component is used to deploy one or more Contract implementations. The
Component Content Information Block is used to provide information about these
contract implementations (most left part of Figure 6).

One way of realising (implementing) a DIOA is using a service-oriented ar-
chitectural style (SoA), other architectural styles would be object-oriented or
resource-oriented. Most of the engineering work within the TM Forum working
groups is focused on SoA software development and system engineering. A Com-
ponent implemented following a SoA offers one or more services via its Component
Content Information Block (second part from the left in Figure 6). These SoA in-
terfaces must realise a contract according to the general architecture (DIOA) in
order to be compliant. Please note that an SoA realisation of DIOA represents a
Technological Specific Architecture (TSA). A very good example of an SoA DIOA
can be found in [26].
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5.3. Service

A Service within the DIOA supplies functionality made available through one
or more deployed Contracts. In other words, a Service consists of one or more
extensible elements, which is created, deployed, managed, and torn down by one
or more Contract operations provided by the component execution environment.

5.4. Policy

A Policy is a set of rules that are used to manage and to control the changing
and/or maintaining of the state of one or more Components. Policy-based Man-
agement controls the state of the system and Components within this system using
policies. Control should be realised using a management model such as finite state
machines. Note that the emphasis is on “changing and/or maintaining of the state”
of a set of Components! This enables behaviour to be choreographed. [12]

Similar to Contracts, Policies are combined to form a continuum [19]. This
is necessary in order to relate the needs of different stakeholders to a common
problem. The solution provided by this approach, again similar to the concept
of Contract, is to define a continuum of policies that enable business, system,
implementation, and deployment concepts to be related to each other.

For example: the business view defines the overall goals of an organisation
and expresses business policies in a business language. The system view translates
this specification into technology and vendor independent terminology. [12]

5.5. Operation

An Operation within a Contract is the interaction mechanism by which functional-
ity or parts of functionality is made available. There are two types: Announcements
and Interrogations. All operations are non-blocking. Within a DIOA, the order of
delivery is significant, so this order must be guaranteed between different invoca-
tions.

An Announcement is initiated by the offering functionality, where the of-
fering functionality sends information to the destination functionality, generally
without acknowledgement from the destination functionality. Usually, delivery of
Announcements is not guaranteed (e.g., it is best-effort).

An Interrogation comprises two phase of communication; the invocation of
this operation from the requesting functionality (Invocation) and the response
from the offering functionality (Termination). Usually, the offering functionality
will perform some internal tasks before terminating an Interrogation.

6. NGOSS TNA Specifications

The TMF TNA defines three different types of inter-operating capabilities: Frame-
work Services supporting distribution and transparency, Mandatory Services sup-
porting decision, sequencing and security, and the general Business Services (Fig-
ure 7). The CCV is used as a standardised tool to exchange information between
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Figure 7. NGOSS Technology Neutral Architecture High Level
View [4]

these capabilities. The probably best way to think of the CCV is as being a mid-
dleware (either remote procedure call based or message based), which organises
all functionality that is needed to exchange information (i.e., all basic CORBA
2 services). A Shared Information Model provides information coherence for each
component. Underlying this basic view are the essential architectural artefacts.

Figure 8 details Framework Services (operation) and other Mandatory Ser-
vices (management). Business services are services wrapping legacy applications
and services, respectively. The TNA mandates two different types of functionali-
ties:

1. distribution and transparency required for it (Framework Services) and
2. control and coordination of the actions of a system (other mandatory ser-

vices).
The NGOSS Framework Services provide the infrastructure necessary to support
the distributed nature of the NGOSS TNA. In the reminder of this section we
provide a brief introduction to these capabilities.

6.1. NGOSS Framework Services

The Registration Service provides location transparency. The entities that are
considered (from an architectural view) are:

1. the NGOSS System Repository,
2. Shared Information (i.e., Contracts, Processes and Policies),
3. Contract Registrations,
4. Component Content Information Blocks and
5. Contract Instance Registrations.

The Registration Service provides a maintenance interface (for the addition,
modification, deletion and browsing of Components, Contracts and Contract In-
stances) to the NGOSS System Repository.

The Repository Service is the heart of distribution transparency. It pro-
vides a logical view of all the information about a deployed system. This includes
registration information for each business process, Policy, Component, Contract

2CORBA – Common Object Request Broker Architecture
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Implementation and Contract Instance, and the advertising information for each
Contract Instance. Although the Repository is often represented as a single in-
stance of a database, this simplification is for illustrative purposes. The Repository
may be implemented as a single database, a group of cooperating peer databases,
or a hierarchical group of interoperating databases, or a combination of these.

The Naming Service is responsible for generating and resolving unique names
for the entities contained in the Repository. It interacts with the Registration Ser-
vices at the time of Component Installation, Contract Registration and Contract
Instance Advertisement to assign an identifier that will be used to access, modify,
and/or remove the Component, Contract or Contract Instance from the NGOSS
system environment, with the Contract Instance Location Services at the time
of Contract Instance Location to resolve identified service names into its current
location, and with the browsing services supported by the Repository.

Location Services, often built on Naming Services, provide a means to map
a request for an object to a particular instance of that object. The NGOSS Lo-
cation Service is used at run-time to decouple the “hard binding” of consumers
and providers to facilitate distribution transparency and the location of available
objects.

3Figure Legend: Contract Inst. = Contract Instance; Int. Mech. = Interface Mechanisms
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6.2. Other Mandatory Services

The Policy Management Service acts as a supervisor of actions being carried out
by all capabilities implemented in an NGOSS system. Hence, this service can apply
constraints and/or conditions on what operations are executed, as well as when,
by whom and how they are executed. These constraints can be used to impose
regulatory, business, enterprise and/or local rules on processing sequences and
conditions that are required to be met before (i.e., pre-conditions) and after (i.e.,
post-conditions and exceptions) any operation. The Policy Management Service is
also responsible for the management (activation and deactivation) and monitoring
of instantiated Policies.

The Process Management Service acts as a conductor or coordinator of activ-
ities spanning across the NGOSS Components implementing the Business Services.
This Service provides the externalised process control that has been mandated
by the NGOSS stakeholders. Ideally, this service executes logic expressed using a
means that is different from the implementation language used for the Component.
This makes it easier to rearrange and/or alter the business process steps, and then
have the Process Management Service rearrange the interaction between the Con-
tract Implementation Instances (if necessary). There may be multiple such Process
Management Services within an NGOSS environment, each one used at multiple
levels of abstraction in implementing the control structure of a system. Manage-
ment and monitoring of instantiated processes is an additional responsibility for
the Process Management Services deployed within an NGOSS environment.

Security is an essential ingredient in the development of NGOSS systems
and should not be considered an item that can be incorporated into a solution
at a later date. Rather, Security capabilities must be pervasive throughout the
whole NGOSS environment and must be woven into an NGOSS solution from the
outset. The Security Service provides the infrastructure to support the security
requirements.

6.3. Example of NGOSS Communications

Figure 9 shows a typical high-level sequence of interactions that occur between
Components in an NGOSS system. The labelled arrows indicate the sequence of
interactions that occur from initially registering an instance of a Contract Imple-
mentation, through the location of an instance of a desired providing Contract
Implementation, resulting finally with the request for functionality and the final
response from the provider.

The diagram shows how the decoupled contract instances employ the Frame-
work Services (along with the CCV) to exchange information. The first step in
this process is for the Consuming Contract Instance to register with the NGOSS
Framework (this is actually done by the consuming Contract Manageability In-
stance). Next, the consuming Contract Instance queries the Framework Services
to locate an instance of the desired Providing Contract Instance (again, via the
CCV). Once a Providing Instance is located, a request is formatted and sent. The
response comes back in a similar way. It is important to note that there may be
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Figure 9. Flow of NGOSS Inter-Service Communications [4]

more than one CCV and even more that one CCV technology in an NGOSS system
deployment.

Furthermore, the exact nature of the CCV is a technology-specific depen-
dency. That is to say, in some technology-specific implementations, the CCV may
be supplied by a specific identifiable runtime entity, whereas in others, it may be
an endemic functionality provided transparently by the technology.

This interaction diagram simplifies a number of steps in order to emphasise
the decoupling of services and their implementations. Details about the interac-
tions between Contract Instance and the NGOSS Framework Services are found
in [21].

6.4. NGOSS Domains

At this point we have defined the artefacts necessary to build the NGOSS domain
first depicted at the beginning of this section. Figure 8 shows the build-up and
includes a depiction of a legacy application with some (or all) of its capabilities
encapsulated with Contract Instance (and Implementations) to allow transparent
access by NGOSS client and provider Contract Implementations. The figure also
illustrates the NGOSS Repository and shows a sample of the type of information
that could be contained in the Repository, including component content, contract,
contract implementation, contract instance, policies, process, security and man-
ageability information.

6.4.1. Interoperability between Domains. One of the goals of DIOA and NGOSS
is to facilitate the interoperation of multiple domains. Such a requirement could
be the result of interoperability agreement between two enterprises, an acquisition,
or requirement for interoperability between two different technology domains. To
achieve interoperation, the NGOSS TNA defines a concept called Federation ([4]
and [21]). If the interworking domains are fully NGOSS conformant (i.e., each
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domain implements all of the mandatory services, conforms to implementation
model and utilises data models that are semantically equivalent to the SID [20]),
interoperation is fairly straight-forward. We only need to specify and implement
the federation details (e.g., policies documenting rules for visibility and access)
and potentially an Adaptor to translate from one CCV technology to another.

6.4.2. Interoperability between an NGOSS Domain and a non-NGOSS Domain.
A much more difficult (and common in today’s environment) is to interoperate
between an NGOSS Domain and a non-NGOSS Legacy Domain. The first step is
to identify the functionality that is desired to expose (on each side) and the rules
for access and visibility (again for each side). Second, the non-NGOSS Legacy
Domain side must deploy Contract Implementations that:

1. wrap the functionality being exposed and
2. implement the Mandatory NGOSS Framework Services.

Finally, the non-NGOSS Legacy Domain must implement either an Interface
Mechanism conformant with the CCV, or an Adaptor between NGOSS Domain
CCV and the distribution technology. This may need to include semantic mapping
between data models. Figure 10 provides an illustration of that case.

7. Conclusion

This paper has introduced the vision of Autonomic Networking in form of a short
summary of the results of the 2006 MACE workshop [1, 28] based on [2] and [3].
We have discussed a technological neutral architectural framework. With the intro-
duced terminology, we have discussed the idea of a Distributed Interface Oriented
Architecture, with the general notion of components, interface, interface definition
and service; supported by explanations of two important aspects: compliance and

4Please note that the left part of this figure is simply a small version of Figure 8. Main aspect
of Figure 10 is to show how a non-NGOSS compliant domain can be connected to an NGOSS
compliant domain.
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certification. In the main part of the paper, we provided a detailed view of the con-
ceptual model of a DIOA (including areas of concern and governance tasks) and
we have specified the look and feel of the main DIOA architectural artefacts (con-
tract, component, service, policy and operation). In the final part of this paper,
we showed how the TMF TNA has been specified using DIOA concepts.

The intention of this paper is not to focus on an implementation, but on a
discussion of technological neutral principles and concepts. We have focused on the
communication industry’s best practice principles and on standardised concepts.

The work presented in this paper although mature in concept, is incomplete
in aspects of its realisation, for example in security solutions. One important as-
pect is the management of contract instances. A Contract Instance Management
Service should provide the mechanisms to monitor and log the availability of the
contract instances. This service should interact with the repository to update the
availability state of each Contract Instance to assure that Contract Instances that
are unavailable (as the result of congestion, hardware fault or software fault) are
not referred to by the Location Service.

Ongoing work, within the Autonomic Communications Forum5 and the wider
research communities, focuses mainly on the aspect of Manageability. We are cur-
rently working on use cases for manageability, contract manageability and a refer-
ence implementation.
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A Telco Approach to Autonomic Infrastructure
Management

José A. Lozano López, Juan M. González Muñoz and Julio Morilla
Padial

Abstract. “The next thing in technology is not just big but truly huge: the
conquest of complexity”, Andreas Kluth, The Economist [7]. The future of
the Information Society draws a world where devices with processing capa-
bilities are ubiquously connected to information sources. Due to the diversity
of user devices, technologies, communication accesses, etc. operators do re-
ally need a technology able to manage such a complex environment giving
a service end to end vision. In this sense, the set of technologies that arise
from Autonomic Communication appears to be the cornerstone in order to
manage the complexity of these new networks and services infrastructure.
Competitive market is hard and telecommunication operators must face a
double challenge, on one hand they must offer powerful services that must
be managed, on the other hand they must address the reduction of service
margins. Only really efficient operators will survive in such an environment.
The I2OSS (Intelligence to Operational Support Systems) model is thought to
provide operators with management infrastructures showing the advantages
of Autonomic Communications. The reader will find in this article a techno-
logical framework for innovation in the field of Autonomic Communications.
The I2OSS model establishes a methodological approach for innovation on
OSS (Operation Support Systems) systems that support the management
processes of a telco operator. No concrete or specific solutions will be found,
but indications on how a telco operator must drive innovation to take advan-
tage of “Autonomic Technologies”.

1. Introduction

The future Information Society that we can imagine shows a world with individuals
seamlessly connected to other individuals or machines. These connections will allow
them to access and use pervasive computational resources. These environments will
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provide a quantum step in the communication and information services improving
people’s quality of live.

Without looking so far, nowadays personal communication environments
present an increasing number of heterogeneous devices such as computers, PDAs
(Personal Digital Assistant), webcams, home gateways, sensors, etc. that can be
used from different places to access a myriad of very different services or ap-
plications. Building this scenario requires a new reliable, dynamic and secured
communication infrastructure with highly distributed capacities.

Another characteristic of current environments is that some of the tasks re-
quired for the installation, configuration, and maintenance of applications and
devices have to be carried out by users. These operations are not usually an easy
task for non expert users. As a result, this situation becomes a handicap for the
development of the Information Society.

The complexity of managing such infrastructure exceeds the capabilities of
current OSS and is the main challenge that telecom industry is currently facing.
Service Providers (SP) have to cope with all this complexity in order to have
their customers enjoying useful and ergonomic services. SPs have to become a
“Black Hole” managing all this complexity. Operators need to change their current
management paradigms if they want to avoid collapsing under the operational
weight of managing complexity.

In 2001, Paul Horn, IBM senior vice-president of research, in a keynote to
the National Academy of Engineers at Harvard University, pointed out complexity
as the barrier for IT (Information Technologies) industry’s further evolution and
he pointed out Autonomic Computing as a model to go beyond this barrier [8].

The term Autonomic Computing was chosen to make explicit the analogy
with the autonomous nervous system. An autonomic computing system has the
faculty of self-management driven by high level goals and users’ objectives. In
Telefónica I+D, we are extending the principles and concepts to telecommunication
networks and services, as the Autonomic Communication initiative [1] proposes.

Communication networks and their management systems have to be able
to be autonomous and seamless from users’ point of view, they must react to
context changes. Moreover, they have to dynamically incorporate new objectives
and knowledge about business and operations.

In order to deploy fully autonomous communications, some technological
breakthroughs are needed in the areas of systems cooperation, intelligence and
knowledge.

This paper shows I2OSS (Intelligence to OSS ) [5] a conceptual model devel-
oped in Telefónica I+D to deal with the requirements of these new communication
infrastructure and services. This model is aligned with the Autonomic Communi-
cations initiative, as one of its main objectives is to build highly autonomous and
intelligent telecommunication and information infrastructures.

I2OSS builds a loop between the communication infrastructures, the systems
that manage them and the person who operates and exploits services. Information
is fed into the loop from the resources and the environment to the higher levels
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FIGIIR.E 1. Svstcm to systcm connections. 

a.nd it is then fed back after processing to the resources to increase the automation 
level. 

I2OSS establishes an innovation fra.mework for telco operators t,o a.pply Auto- 
nomic Communications technologies. It highlights relevmt point,s where autonomic 
tecl~nologies may I x  successfully a.pplied to OSS. 

2. The Mess of Systems 
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companies to be big consumers of IT/IS (Information Tech~lologies/Systems) from 
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with a. particular solution for each case. As shown i n  Figure 1, systems present 
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inflexible structures. Changes in business processes propaga.te for a. number of 
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Figure 2. NGOSS overview.

systems and it takes months to effectively adapt all systems involved in those
changes.

SOA (Service Oriented Architecture) [11] provides a solution for the lack of
flexibility as it is supposed to solve the decoupling between the implementation of
applications and the function they provide.

Focusing on network and services management systems, the application of
SOA philosophy and concepts has been materialised by the TeleManagement Fo-
rum (TMF) in the NGOSS (New Generation Operation Software and Systems)
[3] initiative. NGOSS is a comprehensive, integrated framework for developing,
procuring and deploying operational and business support systems and software.
It is available as a toolkit of industry-agreed specifications and guidelines that cover
key business and technical areas. It is somehow the application of SOA concepts
to the whole lifecycle of management systems.

NGOSS provides all the architectural concepts to apply SOA to the networks
and services management area and defines the SID (Shared Information Data
model) [12] to establish a common language between applications or systems.

Unfortunately, NGOSS is based on a static and deterministic view and so
are current technologies involved in systems development. The management of
a service based, highly dynamic infrastructure overflows the capacity of systems
statically designed and built. When business requirements change, systems have
no ability at all to evolve. For this issue an intelligent and autonomic model is
mandatory.

Autonomic Communications initiative (AComm) [1] can help telco compa-
nies in facing these problems. AComm is a new research initiative grouping a
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Figure 3. Autonomic System Description (Source: [4])

number of researchers from different scientific disciplines to evolve in the levels of
self-management and self-control needed for the new generation communication
infrastructure.

One of the main AComm objectives is to provide a new communication in-
frastructure with autonomous capacities. In this context, autonomous means the
capability to work and react to changes in the environment without needing a
centralised control, especially in unknown situations.

AComm provides more distributed and self-organising structures, relying on
the behaviour of individual elements as part of a broader organisation. Evolvability
and emergence behaviour are two key points in this area.

An important concept for AComm is that of Autonomic System (AS) stated
in [4] as “a system that operates and serves its purpose by managing itself without
external intervention even in case of environmental changes”. Figure 3 presents a
description of an autonomic system where a fundamental block of the AS is its
capability to observe the external operational context, represented in the figure
through S1 to Sn sensing inputs.

Another inherent block of an AS is the goal or purpose it serves, but also
the know-how in order to achieve these objectives. Logic is the block responsible
for making decisions to serve the system’s purpose, but taking into account the
observations of the context.

Following this definition of Autonomic System it is important to clarify those
characteristics that make a system behave as an autonomic system. These prop-
erties are:

• Automatic: The system must be able to self control its internal functions and
operations.
• Adaptive: An autonomic system must be able to change its operation or

behaviour (i.e., its configuration, state and functions).
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• Aware: An autonomic system must be able to monitor (sense) its operational
context as well as its internal state in order to be able to assess if its current
operation serves its purpose.

Any system that presents these properties would be classified as an Autonomic
System. Then, the next step for trusted management of Next Generation Net-
works in order to accomplish a real and dynamic service management view is the
application of Autonomic Communications concepts over a system framework like
NGOSS.

3. The I2OSS Model

I2OSS is a conceptual model based on the principles and concepts of Autonomic
Systems to bring autonomic characteristics to current management of telecommu-
nication infrastructures. It applies to the global operators’ infrastructure including
all elements from network itself to management systems. Each layer implementa-
tion is distributed all over them.

Translating these concepts to telco companies’ management models, tech-
nologies and systems must hide complexity. Workforce staff shouldn’t be worried
about specific technologies but business requirements instead: They in turn must
worry about fulfilling customer expectations. It does not develop any new tech-
nology but it establishes the foundation to place a number of technologies and
initiatives in this area.

3.1. Description

The I2OSS model is currently in development and establishes three different ab-
straction levels to implement the concepts and principles of autonomic communi-
cations over the operator’s telecommunications infrastructure. Higher layers corre-
spond with higher levels of abstraction. These three layers are depicted in Figure
4.

• Intelligence Layer: In this layer business goals are defined and decisions are
taken in order to achieve them. Information is fed from other layers and then
corrective actions are sent back to the infrastructure. In order to control the
infrastructure, control mechanisms as policy based management are taken
into account.
• Information Layer: The main objective of this layer is the semantic man-

agement of the information that is generated in the infrastructure. Its main
contribution is that it provides a common vehicle for the communication be-
tween entities. Knowledge management is somehow between the intelligence
and the information layer. It can be seen that the information layer concep-
tualises knowledge while the intelligence layer is responsible for materialising
it.
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Figure 4. I2OSS Model.

• Automation Layer: This is the bottom layer, where automatic infrastruc-
ture operation is done. Modern network elements and resources include more
processing capacities than ever and they can assume more tasks.

An important aspect of this model is that it shows a dynamic behaviour
in several senses: relations between different levels are dynamic and so is their
evolution.

Information flows from the infrastructure to the intelligence layer. Knowledge
flows in the opposite direction from intelligence level to the infrastructure. Intelli-
gence establishes rules that are materialised throughout the different abstraction
levels in their way towards physical resources.

As it has been stated, intelligence is distributed over different entities, and
although each entity shows an autonomous behaviour, it is necessary to model the
relations among them. The true goal is to accomplish business objectives as the
sum of individual autonomic entities goals. This aspect is multidisciplinary as it is
necessary to investigate from information technologies to social intelligence issues.
These models resolve complex problems based on the aggregated effect of minor
entities with few capacities.

Technologies, that may be applied to each layer in order to implement the
definitions stated above, are at this moment quite immature but promising instead.
For example, we have checked the potential use of inference engines on residential
gateways [6]. The goal was to show a scalable solution for customers’ network
management.
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An agent implementing a reasoner was deployed and it was demonstrated
that describing their knowledge domain through an ontology the agent was able
to determine the best suitable commercial offer for customers, taking into account
the technical environment of the user together with their profile and operators’
rules. As a result, a fully scalable solution was achieved. But for future use of these
technologies in real life, different aspects like performance, knowledge management
and security issues have to be improved.

Concerning implementation aspects for the I2OSS model, two ways of doing
things must be highlighted. The first one is to achieve autonomic communication
through new network and systems design; this is obviously the cleanest method
to give infrastructures an autonomic behaviour. Nevertheless, this situation where
systems and networks are designed following autonomic concepts is not applicable
to the real world. The most common situation for telcos starts from the necessity to
manage resources that are not autonomic by themselves, as they were not designed
to be autonomic. This situation is the most common in operators’ networks and
services infrastructures, see for instance the huge number of legacy management
systems they have.

In order to give traditional infrastructures the desired autonomic behaviour,
Agent based technologies are the key to overcome this handicap. Agents will play
different roles inside the I2OSS model, that is to say that an agent may be spe-
cialised in one or more layers. An agent may implement an inference engine at
the intelligence layer or may be dedicated to execute actions at the infrastructure
layer. Agents are fully scalable and suitable for distributed infrastructures.

3.1.1. Intelligence Layer. At this layer, the first approach to give intelligence to
systems is enabling them to make inferences based on knowledge. That is to say
they must be able to execute some kind of reasoning. Technically one solution for
this approach is the implementation of inference engines. These engines are able
to analyse information described using ontologies, and they also take into account
behaviour rules defined. If the information or any rule changes, the output of the
inference engine will also adapt to the new scenario.

Technical solutions to add intelligence to systems and networks are mainly
based on software agents and autonomous elements which will exploit these capa-
bilities in order to globally behave as planned for the autonomic system or systems.

Note that for the scope of this paper an agent is a tool to transform non au-
tonomic elements into autonomic elements. From now on, an Autonomic Element
(AE) is any entity showing autonomic capacities.

3.1.2. Knowledge and Information Layer. This layer is one of the keys for an
infrastructure to show intelligent capabilities. Knowledge not only stands for in-
formation models that, of course, are necessary at this stage, but it is responsible
for enabling machines to read and understand information and data. In traditional
models, information is thought to be read and understood by humans, for example
a web page that is written in HTML is designed for humans to read it. Machines
are not able to understand it, because the semantic of the web page is implicit in
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readers’ knowledge. Therefore a new model showing machine-readable character-
istics is needed. Autonomic systems need to have the power of understanding data
and obtaining new relations without having been specifically programmed for this
task.

In order to support the intelligence required for an autonomic system two
elements are necessary, on one hand the reasoning capability, on the other hand
in order to apply knowledge it is necessary for the autonomic system to have a
formal description for knowledge. Reasoning capabilities are the main focus of
the intelligence layer. The Information Layer will worry about machine readable
domain descriptions.

Ontology is one of the main modelling techniques used today to represent
information that can be understood by machines. That is to say, it is a way to
represent the knowledge that a machine requires to interpret information and data.

The definition of ontology has been stated by the OMG (Open Management
Group) as follows:

“Ontology, defines the common terms and concepts (meaning) used to describe and
represent an area of knowledge. An ontology can range from Taxonomy (knowl-
edge with minimal hierarchy or a parent/child structure) to a Thesaurus (words
and synonyms) to a Conceptual Model (with more complex knowledge) to a Log-
ical Theory (with very rich, complex, consistent and meaningful knowledge). A
well-formed ontology is one that is expressed in a well-defined syntax that has a
well-defined machine interpretation consistent with the above definition”

Using ontology at this layer allows taking advantage from technologies originally
developed for the Semantic Web area. Ontology definition using a standard “de
facto” language like OWL (Ontology Web Language) is suitable for the needs of
OSS systems. It is also recommended to complement this language with SWRL
(Semantic Web Rule Language) to describe explicit rules.

Concerning the information model, operators’ information needs are very
well described by the Shared Information and Data Model (SID) that has been
developed at the TMF. As the SID is fully compliant with operators processes
described by eTOM [14], it is a quite good initiative to drive business goals. A
successfully Information Layer must combine the SID information model with the
potential of ontologies. This fact will give to the intelligence layer an end to end
business view of the operator.

3.1.3. Infrastructure Automation Layer. This layer is the place where well known
infrastructure lies. Autonomic networking technologies and protocols are found
dealing with self-management for physical infrastructures, responding to different
issues as for example QoS (Quality of Service), routing or security policies. For
logical infrastructures, technologies should accomplish a decoupling and service
oriented view. In addition, some mechanisms must be applied in order to simplify
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Figure 5. Control loop.

service orchestration. In this sense the application of SOA concepts is the key
towards automation of infrastructure.

It is also very important to consider policies at this stage, as the I2OSS
infrastructure automation is controlled through the use of policies so its resources
behaviour must be policy driven. Policies are the mechanisms that will provide
the operator the possibility to change the infrastructure behaviour without having
specific knowledge about the resources inside.

Policy based management is nowadays statically implemented, and it really
facilitates the management and operation over resources. High level policies defined
in a centralised point are distributed and translated to specific rules for specific
resources. Although this mechanism facilitates operation, it is not suitable for
autonomic communication, as it will not be able to overcome context changes or
eventual conflicts between resources that have not been explicitly programmed to
deal with particular situations.

3.2. Coordination aspects

The orchestration of the different functionalities located at each layer is based on
Control Theory. The next subchapters detail the concepts and requirements that
are needed in order to effectively coordinate functionality from the layers described
above. The solution proposed in this paper is about creating control loops that act
as managers of resources through monitoring, analysis and taking action based on
a set of policies.

Figure 5 shows the operation of a closed control loop. There are two extremes
or nodes, the monitored resource and the monitoring intelligence. The monitoring
intelligence node senses or receives information from the resource. Depending on
these parameters, it processes the information and decides orders and controls
back the resource.

These control loops can communicate with each other in a peer-to-peer con-
text and with higher-level managers. For example, a database system needs to
work with the server, storage subsystem, storage management software, the web
server and other system elements to achieve a self managing IT environment. This
communication may be achieved through the information layer, that is to say
knowledge is updated. For example if a control loop changes something in the



A Telco Approach to Autonomic Infrastructure Management 37

Figure 6. Levels of Knowledge.

domain, the ontology must reflect this change. In this way all entities involved in
other control loops are aware of the domain state.

There are three levels that will interact in order to obtain the desired elements
automaticity. These levels from top to bottom are called:

• Reflection
• Routine
• Reaction

The reaction level is the lowest, it has no learning abilities, its purpose is to give
immediate response to state information coming from sensory systems and from
the routine level. Effectors are only controlled at this level so the element can react
to stimulus from sensors always overseen by the routine instructions.

Routine is in the middle, where routine evaluation and planning behaviour
take place, it receives inputs from sensors and from the other two levels.

Reflection is the top level, which receives no input from sensors and has
no motor output. Policies and meta-models are introduced at this level so this
meta-process can deliberate about itself. It considers the overall current behaviour,
current environment and its experiences to learn new strategies that are sent to
the lower level. Figure 6 shows the relationship among these three levels.

To make a system based on this architecture we need to work mainly with
AI (Artificial Intelligence) and engineering techniques. Essentially the lowest level
will be designed using engineering technologies to make sensors and effectors fulfil
their function. The reflection level may use AI techniques to consider the system’s
behaviour in order to learn new strategies. As for the routine level, it would use a
mixture of both.
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Figure 7. Sensors and Effectors in the Knowledge lifecycle.

The AI techniques include machine learning, Tabu search, statistical reason-
ing and clustering analysis. They can also include soft techniques such as neural
networks, fuzzy logic, probabilistic reasoning incorporating Bayesian networks, etc.

From the engineering domain we can use cybernetics optimisation techniques,
fault diagnosis techniques, feedback control, planning techniques, etc.

3.2.1. Sensors and effectors. The brain of the I2OSS is composed by the intelli-
gence and the information layer, together they accomplish decision and knowledge
generation. However, just as a body is nothing without its ears, eyes or hands, an
autonomic element is nothing without its sensors and effectors.

Sensors extract the necessary information from the environment for a later
monitoring and analysis. On the other hand, effectors execute the system’s plans.
Sensors and effectors are the media by which an AE interacts with the environment.

According to the knowledge cycle proposed in the previous section, Figure 7
shows the relationship among Reaction, Routine, Reflection and the Environment,
and where sensors and effectors take part.

New methods and management tools will cope with this complexity in order
to react properly to stimulus from sensors. An adaptive behaviour will enable the
system to react to changes and to learn and evolve.

3.3. An evolving model

The I2OSS model does not start from scratch, it is thought to take current systems
and architectures as a starting point, which is the real situation of telecommuni-
cation operators. Different levels are built in an independent way, and relations
among them are built as knowledge management is developed.

This idea, with a more limited scope, has already been applied by Telefónica
I+D in the OMEGA project [13]. As a result, problem management for the switch-
ing network has been automated. This success is based in an organisational model
and a clear based method. The working method allows to capture knowledge from
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O+M (Operation and Maintenance) technicians and to implement it on a manage-
ment agent whose behaviour is driven by this knowledge. Agents monitor events
and act in the same way human technicians would act.

I2OSS has more ambitious challenges, as on one hand it captures knowl-
edge and on the other hand provides the necessary infrastructure to apply it over
different technological platforms in order to achieve business goals.

So I2OSS model takes into account that it is impossible for a telco operator
to make all its systems to become autonomic in just one step. IBM Autonomic
computing initiative was also thought as an evolutionary process from the manual
management towards the autonomy. This autonomous final stage can be reached
in five levels, which are defined in [10] as follows:

1. Basic level. A starting point of IT environment. Each infrastructure element
is managed independently by IT professionals who set it up, monitor it and
eventually replace it.

2. Managed level. Systems management technologies can be used to collect in-
formation from disparate systems onto fewer consoles, reducing the time it
takes for the administrator to collect and synthesise information as the IT
environment becomes more complex.

3. Predictive level. New technologies are introduced to provide correlation a-
mong several infrastructure elements. These elements can begin to recognise
patterns, predict the optimal configuration and provide advice on what course
of action the administrator should take.

4. Adaptive level. As these technologies improve and as people become more
comfortable with the advice and predictive power of these systems, we can
progress to the adaptive level, where the systems themselves can automati-
cally take the right actions based on the information that is available to them
and the knowledge of what is happening in the system.

5. Autonomic level. The IT infrastructure operation is governed by business
policies and objectives. Users interact with the autonomic technology to mon-
itor the business processes, alter the objectives, or both.

These five levels are not mandatory, they are just theoretical, so operators
can skip some levels provided they reach the aimed one. More over, the speed in the
adoption and implementation of autonomous systems depends on each enterprise.

3.4. Non technical aspects for auto-coordination.

Another important aspect of autonomous systems is that related to the auto-coor-
dination of autonomic systems and elements. This is a truly big challenge. Not
only principles about networks and communications must be applied, principles
from other disciples as economical, societal relations or intelligence science are also
needed. Mechanisms for role based management, evolution mechanisms (as genetic
algorithms), neural learning, etc. are key technologies for autonomic communica-
tion development.
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In this sense, using economics theories to organise the telco infrastructures
is becoming a useful tool as they can provide models for resources contributing to
the same objectives with a cost efficient operation structure.

In fact, the behaviour of several autonomous systems matches perfectly with
the definition of market and it can be viewed as the management of limited re-
sources to accomplish a given objective. Using this approach the network and the
systems can flexibly adapt to the business goals.

There are three main topics that must be defined in order to get an optimal
result and to incorporate the business goals and the consumer expectations in the
network behaviour and management:

1. Legal environment of the market: We have to define the policies and rules
needed for a correct working of the trading between agents and final users to
influence the right behaviour of the agent to reach the optimal equilibrium,
giving to agents an incentive to truthfully reveal how much they value re-
sources. In this case, we need a market creator to assure the right trading of
services between ASs.

2. Demand Function: A utility function is use to model consumer preferences
in our application to the I2OSS. Through the estimation of indirect utilities
function of users using contingent valuation techniques we can measure the
economic values of new services or services portfolios to be introduced in the
future. This function aligns AS services demand with business goals such as
QoS, end services revenues, customer expectations and cost efficiency.

3. Offer Function: A production function must reflect the capacity, the cost of
provided services and the facility to use resources to create other services.

The use of economic theory could help to provide to the AS the criteria to organise
themselves.

4. Conclusions

The connected society requires pervasive computing. It draws a world where pro-
cessing power, storage capacity and communications are used by users without
worrying about specific technologies.

The required infrastructure to provide this functionality must be highly adap-
tive and autonomous. The resources that compose the infrastructure should have
dynamic relations among them. So complexity management will require new man-
agement systems generation.

This paper has described a conceptual model, I2OSS systems based may be
used in order to include intelligence in operator’s processes. The I2OSS model is
based on Telefónica I+D experience on management systems, and is employed to
automatically capture knowledge and to apply it to network and services man-
agement. Its final goal is getting reasonable levels of automation, flexibility and
dynamics in business processes.
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Furthermore, it can be implemented starting from SOA architecture with
a centralised processes control entity and evolving it towards a more distributed
architecture.

Another aspect stated in this paper is that related to information as the
basis for knowledge. Semantics and ontology technologies allow a universal access
to information from an operational point of view as well as for a business view.

It is important to point out that almost all these technologies are in an initial
stage and present an important lack of maturity in order to get the desirable
stability. Anyway we believe they are the future.

In order to apply Autonomic Communications to current operators’ infras-
tructure, it must be considered that current networks and systems are not auto-
nomic at all and this is the starting point. As it is impossible to start from scratch,
current infrastructures must evolve to show an autonomic behaviour. In the short
term software agents technologies are the key to add autonomic functionality to
current networks and systems, but in the mid and long term, a new framework
must be developed to build a new generation of infrastructures (networks and
systems) with inherent autonomic capabilities.

5. Glossary

AC/AComm Autonomic Communications
AE Autonomic Element
AI Artificial Intelligence
AS Autonomic Systems
I2OSS Intelligence to OSS
IS Information Systems
IT Information Technologies
NGOSS Next Generation OSS
O+M Operation and Maintenance
OMG Object Management Group
OSS Operational Support Systems
OWL Ontology Web Language
QoS Quality of Service
SID Shared Information Data
SOA Service Oriented Architecture
SP Service Provider
SWLR Semantic Web Rule Language
TMF TeleManagement Forum
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References

[1] M. Smirnov, Autonomic Communication, Research Agenda for a New Communica-
tion Paradigm. Fraunhofer Fokus, White Paper, November 2004.

[2] J. C. Strassner, N. Agoulmine, E. Lehtihet, FOCALE - A Novel Autonomic Net-
working Architecture.

[3] TeleManagement Forum, The NGOSS Technology Neutral Architecture. TMF 053,
Release 6.0, Nov 2005.

[4] S. Schmid, M. Sifalakis, D. Hutchison, Towards Autonomic Networks. In proceedings
of 3rd Annual Conference on Autonomic Networking, Autonomic Communication
Workshop (IFIP AN/WAC), Paris, France, September 25-29, 2006.
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Modelling Behaviour and Distribution for the
Management of Next Generation Networks

C. Fahy, M. Ponce de Leon, S. van der Meer, R. Marin, J. Vivero, J.
Serrat, N. Georgalas, P. Leitner, S.Collins and B. Baesjou

Abstract. Current network management systems have been impeded by a
scarcity of open standards for interoperable management solutions. Informa-
tion models have made progress in promoting interoperability of traditional
“centralised” networks but have still to significantly address the proliferation
of next generation networks such as autonomic networks. Such networks im-
pose challenges which include distributed self-control and self-management.
The goal of the Madeira project was to utilise novel technologies and method-
ologies, based on an underlying P2P paradigm, for a logically meshed, dis-
tributed Network Management System (NMS) that facilitates dynamic be-
haviour of transient network elements. In this paper, we describe a solution
for a meta-model that attempts to capture the key concepts behind the task
of network management of a mesh network. A case-study focusing on the fault
management of such a network will be presented with the purpose of verifying
the applicability of such a meta-model.

Keywords. meta-model, autonomic networks, management, distribution.

1. Introduction

Voice and data communication networks are continually evolving to contain very
large numbers of nodes, involving network of networks (with more operators, equip-
ment vendors and owners) and with larger technological diversity and heterogene-
ity of network elements [1].

This places a requirement on network management systems to be able to
deliver more adaptive and simpler solutions for next generation networks such as
autonomic networks [2]. Currently deployed management systems are constrained
by static architectures that insufficiently allow for flexibility and have rigid inter-
operability standards [3]. As networks become larger and more heterogeneous, and
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exhibit increasingly dynamic behaviour, this historical approach becomes inade-
quate.

Key new capabilities required for network management of such systems in-
clude: self configuration within a network [4], of intra- and inter-network collab-
oration for management tasks [5], more adaptability to service requirements and
support for varying network deployment scenarios.

The Peer-to-Peer (P2P) network paradigm [6] demonstrates some of the chal-
lenging management problems that can be associated with Next Generation Net-
works [9]. Exploiting P2P characteristics in order to achieve self-organisation, sym-
metric communications and distributed control [8, 9], can lead to a more adaptive
network control for today’s transient network element systems.

Modelling, and specifically meta-modelling, can be used to understand and
process the complexity of requirements for network management. Our main focus
is to realise network management capabilities for P2P networks and ultimately
NGNs, thus the following question characterises our modelling research focus:
“What are the additional information and behaviour that need to be embed-
ded into, or built on top of, network management protocols to help produce a
distributed, communications management system without a static hierarchy?”

Our research work is done through the European Celtic initiative (a Eurescom
cluster) [10] project Madeira [11] that aims to provide novel technologies and
methodologies for a logically meshed, distributed Network Management System
(NMS) that facilitates dynamic behaviour of transient network elements. The goals
of the project are to:

• Specify an architecture for a distributed NMS, which will allow a high de-
gree of inter-working between the management systems of various network
domains.

• Develop a logically meshed Peer-to-Peer network management computing en-
vironment which can provide an advanced computing reference framework to
support management operations that are massively distributed in nature,
across dynamically forming networks, and to facilitate distributed manage-
ment application development.

• Provide a means of rapidly and efficiently describing and programming man-
agement operations that form network management applications through new
modelling techniques.

• Explore through a case study the new relationship between Configuration and
Fault management for transient dynamic network elements, with concerns
such as, how to differentiate between fault and normal network behaviour,
being addressed.

The project takes a scenario based user-centric approach to requirements
definition and emphasises the services that the system elements shall offer from
the perspective of the users (i.e., Operators and Application Developers).

The core of this project is the definition of the architectural requirements,
computing and communications platform and meta-data modelling. While these
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three areas are intrinsically linked, this paper focuses specifically on the definition
of the network management meta-data and behaviour for the network management
of large-scale Peer-to-Peer networks.

2. State of the Art

A model is used to describe the characteristics, functions, structure and/or be-
haviour of a system or of one of its parts. Due to the heterogeneity of currently
available network management models such as SNMP [12], CMIP [13], DMI [14]
or WBEM [15, 16], the necessity for mechanisms which enable interoperability
between the various models has grown. While mapping across models has been
a popular solution, it has proved more desirable to take the problem to a higher
level and derive a set of concepts or semantics that has meaning to all models.
Such a set of semantics is known as a meta-model and is used to define what can
be expressed in a valid model. A meta-model expresses the necessary semantics
once, thus enabling the transformation towards different technologies.

UML is the original meta-model and as such defines a common and unified
set of semantics to be defined that will be used in all models. The Meta Object
Facility (MOF) [17] is a 4-layer meta-modelling architecture used to define UML.
The top layer is a meta-meta model which defines the structure and semantics of
the meta-model in the next layer. The meta-model is then used to build the model
layer and the last layer represents the actual data which needs to be described.

The NGOSS meta-model is an extension of the UML meta-model. It was
extended in order to include NGOSS specific concepts and information [18]. This
meta-model is used as the foundation for all the NGOSS Technology Neutral Ar-
chitecture (TNA) specifications, for example: Shared Information and Data Model
(SID). This meta-model introduces concepts such as: NGOSS Contract - represents
interoperability, NGOSS component - a standardised way of packaging NGOSS
functionality, NGOSS Shared Information - information that is designed to be
shared amongst NGOSS components, NGOSS policy - used to specify behaviour
of an NGOSS element and NGOSS interaction - specifies how NGOSS elements
interact. While many of these concepts provide a means to represent behaviour
and interoperability within a management system, their definitions are not rich or
descriptive enough to capture the distributed behaviour of a self-managing system
such as a P2P or Autonomic System.

The Model of Primitives (MoP) [19] is used to model complex structures by
providing a set of basic but expressively rich semantic constructs. If we were to
map MoP to the MOF layered architecture, it would be present at the meta-meta
model level or M3 layer. MoP includes policies and events in its definition thus
incorporating behaviour from the highest level of modelling.
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The Middleware and Application Management Architecture (MAMA) [20] is
a body of work that attempted to bring together renowned approaches to mid-
dleware and management to create a unified architecture. MAMA adopted con-
cepts from such prominent distributed processing and management standards/
approaches as the RM-ODP [21], TINA-CMC [22], CORBA [23] and DMTF-
CIM [24]. MAMA provides a meta-schema that defines basic specification elements
that has relevance for any application model.

3. Madeira Architecture

Before continuing, we take a moment to briefly describe the Madeira architecture
solution that is used to build our P2P, distributed network management system.
The defined Madeira Architecture attempts to encapsulate a reference framework
that provides management operations that support the distributed and transient
nature of the network’s elements. A logically meshed Peer-to-Peer network man-
agement environment is developed to achieve this.

MDM

Network Element

AMC

Application Modules

PBMS

Services

NBI

Policies

NE

Adapter

Madeira Platform

Figure 1. Madeira Distributed Management System

The Madeira Distributed Management System (MDM) is briefly comprised
of two separate but co-operating entities - application functionality encapsulated
within the container that is the AMC and the platform which provides all the
generic functionality required to support the network management tasks of the
AMC. The collective solution that makes up the MDM can be deployed on individ-
ual Network Elements (NEs) providing each NE with self-management capabilities
whilst enabling a distribution of information and management functionality across
the network of NEs.
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Adaptive Management Components (AMCs) are P2P network management
entities that support Madeira management functions. An AMC is responsible for
the network management functionality of a peer in a P2P network and contributes
to the collective distributed NMS functionality.

As can be seen in Figure 1, the AMC is structured into components - the
application modules, the AMC specific services, the Policy Based Management
System (PBMS) and policies which define the performance of the System, the
Northbound Interface (NBI) service which provides an interface from the AMC
towards an external OSS and the Network Element (NE) Adapter service which
provides an interface towards the specific technology of the network element below.

The Madeira Platform provides a middleware consisting of P2P generic ser-
vices which support the AMC functions and communication - lifecycle service,
code distribution service, grouping service, directory service, communication ser-
vice and persistency service.

The “applications” refer specifically to the Configuration Management and
Fault Management application. These applications use the AMC Services and the
Madeira Platform Services to form an overlay network of AMCs to create the
intended management application logic. Such a configuration of AMCs residing on
each NE is shown in Figure 2.
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AMC

AMC

AMC

AMC

AMC

P2P

P2P

P2P P2P
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P2P
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AMC

AMC

P2P

P2P
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P2P

P2P

AMC
P2P

Figure 2. Overlay Management Network using AMCs

The management network is partitioned by the grouping service into logi-
cal clusters which then elect cluster heads (super peers). This logical hierarchical
overlay network enables scalability for management of large-scale meshed wire-
less networks, and facilitates both self-healing, and aggregation and correlation of
management data, so that the data reported to the operator is minimised (critical
in such large networks).

3.1. Applying the Model Driven Approach

Considering the functionality split between AMC and platform in an actual in-
stance of the Madeira Management System, the AMC covers the application spe-
cific parts for a particular scenario, whereas the platform provides all the generic
functionality required for the network management tasks in the P2P environment.

This separation within the system ensures the feasibility of a model driven
approach, using OMG’s Model Driven Architecture (MDA) principles [25], for
AMC development in order to adapt to changing scenarios and requirements in
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a very efficient way. MDA supports model-driven engineering of software systems
- functionality can be firstly modelled as a Platform Independent Model (PIM)
using an appropriate meta-language. This PIM can then be transformed into one
or more Platform Specific Models (PSM).

The application of MDA can solve the problem of heterogeneity introduced
by the different network technologies and applied standards as it allows the specifi-
cation of shared / distributed behaviour (logic) and state (data) to happen once in
a technology-neutral way. The transformation into numerous technology-specific
formats can then be done automatically or semi-automatically as required by the
various network elements and platforms. Particularly, we are using MDA in a
twofold way in Madeira. First, we model information, which can then be trans-
formed to different data models supported by the elements it will be deployed on.
Second, we model NM application logic and transform it to formats that can be
executed on different platforms.

The AMC and related applications are only bound directly to a software
platform middleware and Network Management technology when a transformation
has been made from a Platform Independent Model to the Platform Specific Model.
The overall Model Driven Approach taken in Madeira is described in full detail
in [26].

4. Proposed Network Management Meta-model

By defining a meta-model, the objective addressed is the provision of a minimum
as well as generic set of semantics that will be used to build the model for our
network management application or AMC for Madeira.

A Language driven development [27] approach was applied here. This in-
volved the application of MDA [24] technologies to attempt to generate a seman-
tically rich language and tool that targets the specific modelling requirements of
distributed network management system. Modelling languages aim to provide rich
abstractions that are aligned more closely with domain concepts used by the devel-
oper. Language driven development would make it possible to integrate multiple
languages and to define semantically rich modelling capabilities at a high level of
abstraction. In this way, traditionally informal modelling languages like UML can
be made precise and semantically more useful.

4.1. Meta-Model Requirements

4.1.1. Generic Meta-Data Model Requirements. A number of initial, generic re-
quirements need to be fulfilled by the meta-model before it can be deployed:

• The meta-model should be a general framework that enables the engineer to
represent general network management information;

• It should be expressed in a language that is close to the one the network
management engineer actually uses in his/her daily tasks;
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• It should be independent of any technology-specific (platform specific) as-
pects;

• It should allow network engineers to easily write and understand network
management concepts while at the same time providing a mapping to for-
mal software logics i.e., it should be formal and expressive enough to allow
translation into a machine-readable format;

• It should allow network engineers to easily write and understand network
management concepts while at the same time providing a mapping to for-
mal software logics i.e., it should be formal and expressive enough to allow
translation into a machine-readable format;

• The meta-model should be agile enough in order to grant a simple mainte-
nance process;

• The meta-model should be stable enough such that changes in it will not
cause instabilities in the lower level implementations. The meta-model should
contain enough abstract primitives such that it is possible to handle any
network management scenario.

4.1.2. P2P Network Management Meta-Data Model Requirements. The Madeira
architecture described in section 3 illustrates the structure of the P2P network
management entity (AMC) and its containment within the distributed manage-
ment system and the platform on which it runs. This P2P network management
architecture places requirements on the network management entity such as:

• Social Communication
The AMC shall have the ability to interact with its peers. It will be aware of
other services, applications and resources and can advertise functionality to
other services.

• Distributed Application
The AMC shall have the ability to partake in distributed applications.

• AMC Auditability
The AMC shall have the ability to record its activities for the purposes of
later auditing.

• Information Handling
The AMC shall have the ability to receive, interpret and send information
from and to external entities.

• Network Management Intelligence
The AMC shall exhibit a degree of network management intelligence, such as:
goals and reasoning of network administration and maintenance operations.

These requirements are the building blocks for the AMCs to be able to create
a distributed NMS with the following critical characteristics identified by [8, 9]:
1) self-organisation, 2) symmetric communication and 3) distributed control.
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4.2. Developing the meta-model

In creating this Madeira meta-model, two bodies of work were brought together
and adapted to meet the requirements for a meta-model that could describe the
network management of a mesh network. These bodies of work are described below.

4.2.1. The Model of Object Primitives. The MoP [19] is used to model complex
structures by providing a set of basic but expressively rich semantic constructs.
MoP is characterised by its inclusion of policies and events in its definition thus
incorporating behaviour from the highest level of modelling.

As the name would suggest, MoP is made up of primitives the most basic
of which is the MoPPrimitive. This is not directly used but it has the role of
a “parent” primitive from which all the other primitives inherit. The following
primitives make up the MoP:

• State Primitive: used for modelling a state.
• Behaviour Primitive: used to describe the behaviour of an entity, similar

to methods of a class. It can also be used to define the specific delivery
mechanism of the behaviour.

• Collection Primitive: defines aggregations/groups of primitives. This enables
more complex structures to be created.

• Relationship Primitive: models a binary association between two primitives.
• Constraint primitive: used to place restrictions on MoP primitives.
• Policy primitive: a set of rules which express some behaviour.
• Event primitive: invoked by a change. If an event of interest is triggered, the

policies will be activated to deliver a particular behaviour.

4.2.2. Middleware and Management Architecture (MAMA). The Middleware and
application management architecture (MAMA) [20] is a body of work that at-
tempted to bring together renowned approaches to middleware and management
to create a unified architecture. MAMA adopted concepts from such prominent dis-
tributed processing and management standards/approaches as the RM-ODP [21],
TINA-CMC [22], CORBA [23] and DMTF-CIM [24]. MAMA provides a meta-
schema that defines basic specification elements that have relevance for any appli-
cation model.

The MAMA meta-model is expressed in the form of a meta schema in the
Unified Modelling Language (UML). The Meta Model defines six main elements:
module, object, interface, attribute, action and parameter. Two additional ele-
ments include type definitions and qualifiers.

An object comes from the definition of a computational object of the Telecom-
munication Information Networking Architecture [21]. A module can be used to
collect zero or more objects or other modules. The interface of an object groups
operations, which are called actions and any number of attributes.

Type definitions are used to extend the basic data types by adding new types.
Qualifiers allow the representation of information that is specific to the problem
that is under analysis.
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4.2.3. The Madeira Meta-Model Solution. MDA specifies the use of the 4-layered
MOF architecture as described in Section 2. The MoP serves as the M3 layer
while MAMA serves as the basis for the M2 (or meta-model) layer. Then by
constraining the MAMA meta-model with MoP, we are inherently introducing
distributed behaviour into the meta-model.

As a Network Management solution, it is important that the model repre-
sents the static and dynamic behaviour associated with the peer and network
distribution requirements associated with an AMC.

There are two main types of distribution that are considered in the context
of Madeira:

1. Peer Distribution - This relates to the communication between distributed
peers. This is handled by the introduction of behaviour.

2. Application Distribution - This is the overall distribution of a network man-
agement application across the network.

Figure 3. Madeira Meta Model

Figure 3 depicts the meta-model that can be used to describe the Madeira
network management entity. The following provides a detailed description of its
components and their functions:

• Element is an abstract class that is not to be instantiated. It’s the necessary
root of all the components of the language.
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• A Module groups zero or more services, application modules and one core.
It may also be “composed” of other modules. An example of the use of a
module would be the representation of the AMC in the model.

• Core is the primary component of a Module and, based on notification and
policies, orchestrates the services and applications to facilitate network man-
agement.

• Services are effectively toolboxes. They provide certain functionality required
for the Core to manage. The Core invokes services.

• Method refers to method calls between services and the core. This replaces
“action” from the MAMA meta-model.

• Policy is an entity that dictates one or more actions to be executed when zero
or more conditions are met. It facilitates the dynamic and adaptive behaviour
of the whole Madeira system. In particular, each AMC might be governed by
policies and these policies are in charge of defining roles and responsibilities
of each AMC within the network taking into account the capabilities of each
AMC, the physical network and the needs of management applications. More-
over, each AMC can obtain a new specific role by dynamically downloading
a new application module based on policies.

• Condition is the part of the policy that refers to “when” the action of the
policy should be enforced.

• Action describes the features that should be enforced in case the conditions
defined in the policy are met.

• Policy Set is a collection of policy groups that have something in common.
Which Policy Groups are included inside a particular Policy Set is defined
by the administrator at the time of creating them.

• Policy Group is a collection of policies that must be processed co-ordinately,
following a particular policy processing strategy. It is defined by the network
administrator.

• Application Module refers to portable application functionality. A module
will contain one or more application modules.

• Application represents a grouping of applications modules to perform a spe-
cific function.

• Notification is an element that can trigger and be triggered by services. They
are parsed by the Core and interpreted by policies. Notifications add be-
haviour to the model by providing a means of communication. Notifications
are equivalent to events introduced in MoP.

• Transactions are records of some action that occurred.

5. Madeira Use Case Scenario

The scenario selected looks at the challenging area of self-management of wireless
meshed networks, identifying a number of management tasks to be implemented
using the meta-data model management approach advocated in this paper.
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The scope of the scenario addresses two key areas of network management
- configuration management and fault management. These chosen areas serve to
highlight a set of “self-*” properties that are associated with autonomic systems -
self-organisation, self-protection and of course, self-management.

The setting for the scenario is a large exhibition space where network connec-
tivity is required by each exhibit. Wired connectivity is provided to machines at
the periphery of the space while other machines must rely on wireless connectivity
provided by the peripheral machines. It is important to point out that the man-
agement approach being championed in this scenario “a Wireless-LAN network”
is a metaphor for any carrier-grade wireless or wired network.

The configuration management application handles the deployment and for-
mation of the wireless mesh network, its re-configuration in case of fault or move-
ment of network elements and it provides topology information northbound to-
wards an external OSS for the purposes of topology visualisation.

The fault management application deals with fault alarms reported from a
physical or logical (within Madeira) source. It performs alarm formatting, alarm
correlation, analysis, enrichment functions when multiple alarms are generated for
the same fault and it reports appropriate alarms northbound towards the OSS.

6. The Resulting Models

In validating our meta-model solution from Section 4, a model is built to describe
our P2P network management entity or AMC that could be used to realise the
network management scenario in Section 5. Once we describe this, we go on to
present a case study of the meta-model’s use in the fault management application.

6.1. The AMC model

Figure 4 illustrates a simplified, prototypical model and its dependencies and
stereotypes derived from the meta-model. The following section describes each
of the elements that make up the AMC model:

• AMC <Stereotype=Module> A module which contains AMC services and
application functionality.

• Policy Based Management System <Stereotype=Core> This is the nucleus
of the AMC and defines the behaviour for the AMC by handling the policy
system of the AMC. This is contained within the AMC module.

• Fault Management <Stereotype=Application> The overall application across
an AMC overlay network that handles fault management. Application mod-
ules running on each AMC in an overlay make up one application. The ap-
plication is located outside the AMC module.

• FM Init, Fault Formatting, Fault Analysis, Fault Detector, Fault Reporting
<Stereotype=Application Module> The Fault Management (FM) applica-
tion modules (as listed above) handle the AMC’s role in the overall fault
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Figure 4. A simplified AMC model

management activities of the overlay network. Application modules are down-
loaded as they are required by means of the Code Distribution Service. In
case that an Application Module is updated it should also be replaced in the
AMC (at least at design time). They are described in more detail in Section
6.2. These are contained within the AMC module.

• Configuration Management <Stereotype=Application> The overall applica-
tion across an AMC overlay network that handles configuration management.
Application modules running on each AMC in an overlay make up one ap-
plication. The application is located outside the AMC module.

• Configuration Management <Stereotype=Application Module> The Config-
uration Management (CM) application module co-ordinates the AMCs role
in the overall organisation of the overlay network and provides information
about the topology of the Madeira management system. Application mod-
ules are downloaded as they are required by means of the Code Distribution
Service. In case that an Application Module is updated it should also be
replaced in the AMC (at least at design time). This is contained within the
AMC module.

• (AMC)Policy <Stereotype=Policy> The AMC supports a number of policies
which govern the behaviour of the management of the NE within the system.
One example, used in the Madeira system, is a policy that tells that the node
how to react when an Alarm notification is received and the measures that
need to be taken given the particular circumstance of the AMC. It may be
necessary to re-format the alarm based on a set of rules defined in the policy
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(see below) or it may be necessary for the alarm to correlate with a previously
received alarm.

• (AMC)Condition <Stereotype=Condition> An example of a condition sup-
ported in the AMC would be the receipt of an “Alarm notification” reporting
the loss of the connectivity of the node. This is contained within the AMC
module.

• (AMC)Condition Evaluator <Stereotype=Service> An example of a condi-
tion supported in the AMC would be: it can be waiting for receipt of an
“Alarm notification” reporting the loss of the connectivity of the node. This
is contained within the AMC module.

• (AMC)Action <Stereotype=Action> The action would refer to an action
identifier of the action that needed to be enforced such as: “formatAlarm”.
The action can also specify parameters that need to be used for during the
enforcement of the action. This is contained within the AMC module.

• (AMC)Action Consumer <Stereotype=Service> An example of a condition
supported in the AMC might be the action consumer would cause the “Fault
Formatting” application module to be executed (see Section 6.2). This is
contained within the AMC module.

• (AMC)Policy Set <Stereotype=Policy Set> The policies related to Fault
Management are grouped in a Set called ’Fault Management Policies’.

• (AMC)Policy Group <Stereotype=Policy Group> There can be different
kinds of Fault Management policies depending on the type of the fault that we
want to manage. Each type must be defined as a different group that can have
different processing strategies depending on its main focus. The processing
strategy refers to the order in which the policies have to be activated.

• (AMC) Notification <Stereotype=Notification> Notifications allow the AMC
to communicate with other AMCs, its platform and external entities. The fol-
lowing table lists some of the notifications that are used by the AMC.

Table 1. Selection of AMC Notifications

Notification Description
AlarmNotification Madeira alarm format used by the FM Application.

NBIAlarm Used to report an alarm northbound towards the
OSS.

NetworkElementIndication A change has occurred on the network element.
NetworkElementAlarm An alarm has been raised on the network element.
NEConfigurationEvent Changes have occurred in the configuration.

• Notification Correlation Service <Stereotype=Service> The Notification Cor-
relation service provides generic functions for correlation of notifications. It
is heavily used by the Fault Management application.

• Audit Trail Service <Stereotype=Service> The Audit Trail service records
the notifications received and actions taken as a result of the notifications.
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• Transaction <Stereotype=Transaction> A transaction is the record of the
information that is stored by the Audit Trail service.

• Northbound Interface Service <Stereotype=Service> This service acts as
the AMC’s mean of communication with an external OSS. Its functions in-
clude:

– Receipt of notifications from the CM and FM application and forward-
ing to the external OSS.

– Receipt of commands from an external OSS and forwarding them to the
appropriate area of the AMC.

– Provision of information to the external OSS about the network topol-
ogy which it receives from the CM Application.

– Handling the introduction of new policies from the external OSS into
the AMC.

6.2. The Fault Management Application Model

We took our task one step further and looked more closely at the use of the
meta-models for the overall mesh network management applications, in particular
its use in the Fault Management (FM) area of our scenario. The Madeira Fault
Management application uses a completely decentralised approach: every AMC
gathers as much information as possible before forwarding an alarm to a fellow
AMC in the network (as opposed to standard centralised approaches, where all
correlation and analysis tasks are centralised in one single or a few entities). This
greatly removes burden from the higher-level entities in the network [28].

Structurally our FM application splits into five central parts, which have been
modelled as AMC application modules (see fig. 5):

 

Figure 5. Structural Model of Fault Management

• FMInit <Stereotype=ApplicationModule> The FMInit module is used to
realise complex setup tasks for the FM application. Since no such setup tasks
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are necessary in our concrete scenario this application module has not been
mapped to code in our initial prototype application.

• FaultDetector <Stereotype=ApplicationModule> If monitoring of some so-
urces of faults involves complex tasks (like permanent polling) a FaultDe-
tector module can be used to accomplish this. Like the FMInit module the
FaultDetector module did not prove necessary for the scenario prototype.

• FaultFormatting <Stereotype=ApplicationModule> The Madeira FM ap-
plication handles problems from various sources on different levels of the
Madeira platform, but it cannot rely on these notifications to be in a certain
format. The FaultFormatting module therefore reformats these source alarms
(“raw alarms”) into a common Madeira alarm format. More details on the
FaultFormatting application can be found below.

• Analysis <Stereotype=ApplicationModule> The Analysis module analyses
incoming alarms and will perform alarm correlation (using the AMC Noti-
fication Correlation service). The Analysis module can be seen as the heart
of the FM application. Ref. [28] provides a detailed description of the Fault
Analysis and Fault Correlation system.

• FaultReporting <Stereotype=ApplicationModule> When alarms are fully
analysed on a single AMC (i.e. when a full consolidated view of a problem
is established) the AMC forwards the alarm either to one of its fellow AMCs
in the network, or to the OSS using the NBI. To decide on that is one of the
main responsibilities of the FaultReporting module.

 

Figure 6. Structural Model of Fault formatting

Figure 6 shows one of the aforementioned application modules, the Fault-
Formatting module, in more detail: the FaultFormatting is centred around special
policies (formatting policies), which contain the concrete rule set necessary to re-
format a certain low-level alarm into Madeira alarm format. These formatting
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policies are interpreted by specific FM Condition Evaluators and Action Con-
sumers. The actual FaultFormatting module is invoked by the Action Consumer,
it takes a certain rule set in predefined format and a source alarm, and produces
a Madeira alarm from it. This alarm is then forwarded to the Analysis module for
further processing.

Since all specific formatting rule sets are given to the FaultFormatting mod-
ule by means of policies the application module itself is held completely generic.
Therefore new formatting rule sets for new types of hardware can be introduced
during runtime.

6.3. Model Development

The AMC and FM application models were used as a basis for initial prototypi-
cal implementation of the AMC and the network management applications. This
implementation was initialised under the MDA methodologies but due to its con-
straints, outlined in [25], and given the project timelines it proved necessary to
move to a more conventional software development process. Given this set of cir-
cumstances, only a subset of the AMC and application development could use the
models presented above. The models were used to generate code stubs and the
resulting developments were then hand-coded hence the models provided a use-
ful structuring tool and “map” during the more detailed implementation of the
functionality.

The resulting developed AMC and application addressed the key mesh net-
work management requirements discussed in Chapter 4. Distributed control is ad-
dressed by the presence of application modules in distributed AMCs which come
together in an AMC overlay network to form the collection of application modules
known as the application. In addition, application modules are modular in nature
and do not need to reside in all AMCs all the time. In order to cope with this flex-
ibility policies are used in order to define some criteria to download and distribute
these modules. Symmetric communication between AMCs is handled by the use
of notifications. Policies and the modularity of application modules allows for self
organisation and adaptive behaviour of the AMC. Table 2 summarises the means
by which the main requirements identified in Chapter 4 have been represented as
part of the Madeira meta-model and then further validated within the AMC and
application models.

Table 2. Addressing Requirements

Requirement Element
Distributed Control Application Module, Policy, Application

Symmetric Communication Notifications
Self-organisation Policy, application modules.
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7. Conclusions

The Madeira project addresses the network management of next generation net-
works in particular the Peer-to-Peer paradigm. The challenges in managing such
networks include: distributed nature of network elements, heterogeneity, self-orga-
nisation and communication. While the solution has been specifically applied to
P2P networks, by addressing the characteristics above, we can expand its relevance
towards emerging autonomic networks.

In this paper, we sought to capture the key concepts and semantics that apply
to the network management of a P2P network and its related challenges in a meta-
model. The very nature of the meta-model allows the problem to be extracted
into a semantic form from which it can be visualised without being encumbered
by the minute details that need to be solved. Current meta-models that are used
to describe the management of networks address the more centralised network
management architectures and fail to address the characteristics that identify a
mesh network, which include distributed behaviour.

By deriving our meta-model from the meta-meta model, MoP, behaviour was
introduced via policies and events from the very top layer. The MAMA meta-model
was then extended to meet the characteristics introduced by MoP. The required
characteristics of self-management, adaptive behaviour and communication are
successfully included in the Madeira meta-model via the use of policies, notifi-
cations and applications. The distributed behaviour of an application running as
an overlay across AMCs across a mesh network is captured using the concepts of
application, application module and also the policy’s ability to enable functional
flexibility.

The application of the meta-model is verified in our instantiation of the AMC
and related FM application model. It has been demonstrated that the semantics
and relationships in the meta-model can be used to model a managing entity of
a P2P network and its application. Our Fault Management application uses the
AMC model and a policy-based approach to master a challenging scenario from the
area of wireless networking, which can be seen as a metaphor for many other NGN
scenarios. The study of [25] discusses the overall Model Driven Approach that was
taken in Madeira and details the barriers that have impeded the transformation
from model to automatic and full AMC and application software instantiation.

Future work would include the evaluation of emerging MDA or other appro-
priate technologies that might be used to implement a complete solution for the
AMC and hence reinforce the validity of the meta-model. The meta-model’s ap-
plicability to the more complex networks such as Autonomic Networks would also
be considered.
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Autonomic Communication with RASCAL
Hybrid Connectivity Management

Dominic Greenwood and Roberto Ghizzioli

Abstract. This paper presents an approach to manipulating available hybrid
connectivity to autonomically maximise the potential for sustained connec-
tivity in the event of path disruptions. The approach is documented in terms
of the features, architecture and deployment modes of an autonomic com-
munications module, termed RASCAL. This module employs software-agent
logic supported by a state-of-the-art policy engine to dynamically determine
best options for packet transmission over available infrastructure and ad-hoc
connections.

Keywords. autonomic, hybrid, ad-hoc, contingency, policy, agent.

1. Introduction

The ability to seamlessly communicate when mobile is now, for many, an in-
escapable component of day-to-day life. It is of course the electronic communica-
tions revolution which has brought about this reality; one where in many respects
we simply cannot perform many common tasks without access to communica-
tive devices including cellphones, PDAs, laptops and GPS. This fact is especially
resonant in environments where communication is critical to sustaining coordi-
nation between individuals that need to remain always-best-connected anywhere,
anytime, using any available network technology and with the maximum quality
and capacity on offer. We consider key examples of such environments to include
those where human life is a critical concern, such as sites of natural disasters (e.g.,
tsunami, hurricanes, earthquakes, floods, forest fires, etc.), major incidents [8, 13]
(e.g., plane crashes, multi-vehicle road traffic accidents, building fires, etc.) and
theaters of military operations. In all of these there is very often a pressing need to
communicate information between individuals, whether they be in either localised,
or widely distributed groups. A straightforward example is the coordination of ad-
hoc teams of rescue workers that need to share multiple forms of information (i.e.,
audio, video, sensor data, medical data, etc.) while operating in the field.
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With this work we thus aim to address the problem of maximising the as-
surance that communication will remain established even when communicative
channels are disrupted due to environmental events. Specifically, we propose one
contribution to solving this problem: an autonomic communication system provid-
ing real-time, secure, bidirectional communication of data messages from source
to destination(s) while remaining agnostic to the devices, networks or carriers re-
quired to transfer the information. The reported technology prototype draws on
concepts defined by many researchers and practitioners in the field of autonomic
communication [1, 12].

The prototype is termed RASCAL1 (Resilience and Adaptivity System for
Connectivity over Ad-hoc Links). RASCAL is a novel middleware communication
mechanism that automatically ensures (to such degrees as are possible within the
operating environment) the continued operation of ubiquitous application services
where communication may be subject to disruption. This requires some migra-
tion of message handling intelligence into user devices to allow iterative deliv-
ery decision-making throughout the communication route. RASCAL thus shifts
the burden of tasks such as configuration, maintenance and fault management
from users to a specialised self-regulating subsystem. A local policy engine is used
by each RASCAL deployment for self-configuration purposes, allowing autonomic
adjustment of behaviour in accordance with environmental changes. RASCAL is
also self-optimising as it monitors network resources and adapts its behaviour
to meet the end-user and application service needs, i.e., automatically handing-
over sustained sessions between WLAN and Cellular connections to maximise the
always-best-connected goal. Furthermore, RASCAL is also self-healing when man-
aging multiple bearer technologies, such as WLAN, 3G or Bluetooth; for example,
switching to an ad-hoc connection in the temporary absence of an infrastructure
connection. Finally, RASCAL also offers an intuitive interface allowing the user to
inspect ongoing activities, decisions and internal state of the system.

The remainder of this paper is organised as follows: Section 2 discusses some
relevant previous work on autonomic communication. Section 3 then presents the
autonomic features of RASCAL and Section 4 presents the RASCAL architecture.
Section 5 presents some initial results from laboratory-based experimentation and
Section 6 illustrates a real-life scenario within which RASCAL has been evaluated.
The paper is concluded in Section 7.

2. Related Work

As mentioned in the previous section, there are a variety of published studies avail-
able regarding the deployment of autonomic communication and network manage-
ment systems in disruptive environments. The majority of these tend to consider
quite specific aspects of the domain. For example, when addressing the networking

1RASCAL has been designed and implemented as a deliverable of the European Union 6th
Framework Program Palpable Computing project (PalCom) - IST-002057.
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aspect most papers focus on either infrastructure or on ad-hoc networks (MANET)
without considering the coordinated use of both concurrently. A specific case in
point is the work of Chadha et al. [20] who present an autonomic system de-
veloped under the U.S. Army CERDEC DRAMA (Dynamic Re-Addressing and
Management for the Army) program deployed in military scenarios. In particu-
lar, this system only addresses mobile ad-hoc networks without consideration of
potentially available infrastructure networks.

Those papers that deal with hybrid networks consisting of a combined infras-
tructure and mobile ad-hoc connectivity, few then consider either the requirements
and influence of the user applications running over the autonomic communications
subsystem, or the roles of end-users in deployment scenarios.

A good example of hybrid network management is provided in Hauge et
al. [21] who present an interesting approach to the combined use of 3G cellular
and ad-hoc networks. They conclude that hybrid networks provide the opportu-
nity to transmit service data to a higher percentage of interested mobile terminals
than when using only an infrastructure network. Nevertheless, the role of their
user-level service (multicast) within hybrid networks is not considered. The same
can be said of the work of the Delay Tolerant Networking Research Group [3] char-
tered as part of the Internet Research Task Force (IRTF). This group primarily
focuses on network aspects providing end-to-end connectivity in disruptive envi-
ronments without considering how application contexts influence the achievement
of connection/delivery goals. We address this issue as a component of the RASCAL
usage-aware approach (see section 3).

Another important work in this area is that of Kappler et al. [22] who use
a policy-engine to address hybrid network composition. Although this aspect is
in line with our approach, the authors do not consider the discovery of relevant
network nodes, and policies are only used for the composition of network devices,
whereas our approach also considers the possibility of user-level service composi-
tion.

The notion of Unified Messaging (UM), as reported in van der Meer et al. [24]
for example, is also closely related to our work from the perspective of support-
ing both fixed and mobile users with universal access to communication services.
The central concept of UM is the capability of the messaging system to select
the most appropriate terminal or application for an incoming message according
to availability, status and other parameters. A UM system is designed to adapt
terminals to different kinds of services via content adaptation processes guided by
user rule policies. However, the particular approach documented in [24] identifies
CORBA as a suitable means of engineering the middleware software for handling
UM; an approach, in our opinion, not entirely suitable for application in pervasive
environments where seamless mobility is a paramount issue and small footprint
devices are the norm, as is particularly the case in disruptive environments.

Additionally, published work relating to the use of ambient and pervasive
technologies in disruptive environments or disaster management tends to focus



66 D. Greenwood and R. Ghizzioli

more on service composition or other application-oriented aspects without con-
sidering the underlying networks issues. Such an example is the reported work
of Kristensen et al. [13] which focuses on IT support in major incidents, such as
the use of bio-monitors, patient identification and collaboration tools for response
units, without considering how these applications could, or should, behave in the
presence of network disruptions. The RASCAL system reduces this gap between
specific autonomic aspects purely based on the network management and the auto-
nomic aspects based on the user-level services deployed in disruptive environments.

3. The Autonomic Features of RASCAL

The RASCAL software system is a middleware communication layer offering ver-
tical interfaces to communicative applications (typically user-driven) and to low-
level network bearer modules. The purpose of the layer is to intercept all, or a
selection of, application-specific messages passing through the local communica-
tion subsystem of a device in accordance with a set of dynamically configurable
policies defining the prioritised actions to take regarding forward routing of the
messages. These policies are thus used to guide the autonomic decisions that the
RASCAL autonomic controller can take in response to events sensed from the
environment. The most straightforward example is the detected failure of an in-
frastructure connection (say WLAN), whereby a predefined obligation policy may
mandate that RASCAL re-route messages via an alternative network technology
(say Bluetooth) to either their final destination or another node with an active
infrastructure connection. An example of such a policy is described in Section 6.

This technology thus improves the potential for communicative applications
to remain connected when deployed in environments subject to disruptive be-
haviour. When RASCAL is deployed within the local communications stack of a
device, we term the device as having become RASCALised.

The primary features of RASCAL fall into two classes: connection-aware and
usage-aware communication.

Connection-aware communication implies the ability of RASCAL to be aware
of all available (active and inactive) network connections, their parameterisation
and performance characteristics (e.g., Quality of Service (QoS) characteristics).
This set of autonomic behaviours is triggered by changes in network resources,
with some of the most significant operations being:

• Network handover: The capability of dynamically switching from one net-
work type to another when communicating with other devices. This decision
can be taken based on the reachability of a device over different infrastruc-
ture or ad-hoc networks and on network availabilities. For example, we can
consider handovers from an infrastructure technology (e.g., UDP) to an ad-
hoc technology (e.g., Bluetooth) when communicating with a device in the
local neighbourhood.



Autonomic Communication with RASCAL Hybrid Connectivity Mgmt. 67

• Routing optimisation: The capability of enhancing multi-hop routing among
network nodes. Parameters which affect these decisions can be based on sev-
eral QoS parameters such as response delay, nominal and available band-
width between network nodes, transmission errors, etc. For example, a self-
optimisation feature of RASCAL fitting into this group is the proactive eval-
uation of the transmission delay between two interoperating devices and con-
sequently the use of an alternative path to reach the same target node.

Other behaviours within this category include those acting in response to fail-overs
or high network load, etc.

As mentioned, RASCAL also offers usage-aware communication consisting of
a set of autonomic behaviours related to the usage of deployed user-level services.
For example, a group of rescue workers are on the site of a major accident with
human casualties and must constantly maintain communication both with one
another and with a response unit concerning their findings and the positions of in-
jured people. Due to the potentially disruptive nature of the environment network
availability may be intermittent, but the goal to reliably deliver communication
must persist. In this scenario the typical autonomic decisions to be taken include:

• Transmission contingency: The capability of providing alternatives to the
default means of transmitting a message. This specifically includes making
the best possible use of multi-technology transmission paths including cellular
networks, IP infrastructure networks, satellite systems, MANETs, etc. An
important parameter in these decisions is the importance of the message to
be sent. An example is simultaneously sending high priority messages via two
or more different technologies, and therefore routes, to improve the chances
that they are successfully delivered to target nodes. The use of extra resources
is justified by the importance of the content to deliver.
• Content adaptation: Adapting the content of a message (or stream). These

decisions can be based on several parameters such as the number and the
importance of the messages/streams to be sent. Examples include applying
a codec to reduce the bandwidth consumed by a video stream, or simply
stripping out the audio component and sending this in lieu of the video.
• Deferred service provisioning: Waiting until a connection is available before

making routing decisions to mitigate uncertainty relating to the choice of
optimal technologies or paths. Also in this case the parameters able to trigger
this type of decisions are the volume and the significance of the information to
be sent. This includes the need to buffer messages while awaiting a connection.
• Role management: Specifying user defined conditions which must be met

before taking a particular action. A parameter which affects these decisions
is the role of the end-user in a particular scenario. For example within a
major incident response workers are divided into response units, structured
in a hierarchical manner. In this scenario we can envisage policies which
ensure a message (e.g., notification of an event) is sent to the right recipients
in the role hierarchy (e.g., escalating to the fire officer).
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All of these capabilities are controlled by user-definable policies that may be
simply and rapidly specified/modified on-the-fly by either the user or local/remote
automated routines.

Additionally, one other important feature of RASCAL is the notification,
inspection and control interface available to the end user. This GUI specifically
allows the user to remain aware of decisions made by the autonomic controller and
to affect them if necessary. More details on this are provided in Section 4.4.

4. The Architecture of RASCAL

The RASCAL software architecture is depicted in Figure 1 and is specifically
designed to be compliant with the standard autonomic control loop [2], in that it:

• collects sensory information from the system and the external world,
• decides actions using a policy engine
• and effects those decisions to affect system behaviour.

Application/Network 
ServiceSensors Effectors

Bearer Service
Sensors Effectors

Policy
Engine

Events

Actions

E
ffectors

Sensors

Network 
Components

User
Applications

UDP BT ...

RASCAL
Agent

autonomic decision 
logic

Managed Elements
Legend

Autonomic Manager

Figure 1. The RASCAL software architecture.

The architecture consists of three managed elements, which are in fact soft-
ware services: an applications service, a networks service and policy service, all of
which will be described later. Also present is the core decision control logic in the
shape of an autonomic manager (RASCAL software agent), a policy engine and
the user interface control.
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The RASCAL software is designed to interact with different layers of the
user-device communication stack. In the default case it interacts with lower-layer
communications components dealing with bearer technologies, e.g., UDP, Blue-
tooth, etc., and with upper-layer components dealing with, for example, routing
protocols, discovery and services/applications. Other components may also inter-
face to RASCAL through provided software interfaces.

As we believe a highly beneficial means of implementing the control logic of an
autonomic manager is with a software agent, we elected to design the RASCAL ar-
chitecture for implementation as a JADE (Java Agent Development Framework)
software system. JADE 2 is an open source software agent platform and devel-
opment environment [4]. Thus the RASCAL autonomic manager is designed for
deployment as a JADE agent and the managed element interfaces are deployed
as JADE kernel services, both of which are executable within the JADE runtime.
In general terms a software agent is defined by Wooldridge [15] as a “computer
system that is situated in some environment and that is capable of autonomous
action in this environment in order to meet its design requirements”. A JADE
kernel service is defined by Bellifemine et al. [4] as a “software component which
implements platform level features that can be grouped together according to their
conceptual cohesion”.

4.1. The Managed Elements

The RASCAL agent interacts with the external world via JADE kernel services.
Each service is controlled through sensors and effectors. Effectors produce actions
relating to instructions received from the RASCAL agent; they implement the
Command design pattern [14]. Sensors collect information from the external world
and provide it to the RASCAL agent for processing; they implement a simplified
version of the Half-Sync/Half-Async design pattern [5].

The RASCAL system contains three JADE kernel services:
The Network/Application Service. This is used by the RASCAL agent to interact
with upper-layer network services, such as routing and discovery, and application
services facing the user. Messages passing through this interface may be inspected
by RASCAL to determine whether any action is necessary by the autonomic man-
ager in accordance with specified policies. A selection of interfaces is available
allowing communication with a broad range of network services and applications.
The Bearer Service. This is used by the RASCAL agent to interact with the
lower-layer bearer interfaces to both infrastructure and ad-hoc network endpoints.
Messages passing through this interface may be inspected by RASCAL to deter-
mine whether any action is necessary by the autonomic manager in accordance
with specified policies. A selection of interfaces is available for a broad range of
network technologies.

2JADE documentation and software is available from http://jade.tilab.com/
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The Policy Service. This is used by the RASCAL agent to interact with the local
policy engine (see Section 4.3). In brief, this engine possesses the operational rules
that must be applied to control (or not control) the way in which messages are
treated by RASCAL. The RASCAL agent uses these policy rules to effect this
control.

4.2. The Autonomic Manager

This is the RASCAL software agent that controls the RASCAL system such that
it exhibits the following autonomic behaviours:
Sensing. By installing sensors in the managed elements the agent is able to moni-
tor new application messages to be sent, new messages received from the network
or new network status events. Data is collected both asynchronously (the man-
aged elements notify of a status changing) or synchronously (the agent explicitly
requests for information).
Compiling Knowledge. Intercepted messages and received events are used to create
an internalised model of the external world. This compiled knowledge base contains
information such as statistical flow data, historical fault logs, active and treated
faults, discovered devices and the services those devices provide.
Decision Control. Whenever the internal knowledge base is updated, the RASCAL
agent triggers a call to the local policy engine which dictates the policy constraints
that must guide decision-making by the agent. This aspect is discussed in more
detail in Section 4.3.
Proactivity. Actions can be executed by the RASCAL agent immediately, or post-
poned until some point in the future. In order to schedule such future actions
RASCAL implements a model of time allowing proactive planning.

4.3. Decision Making

A core aspect of the RASCAL system is its reasoning system. The RASCAL agent
receives messages from user-level applications and probes the environment using
the previously discussed managed element kernel services. Decisions on how to
treat the received messages are made locally using policies; a set of constraint
rules governing system behaviour. One of the goals of RASCAL is to provide the
end user with an easy means of authoring policies that will control the various
autonomic features (see Figure 2). In order to modify the RASCAL behaviour at
runtime, these policies are dynamically loaded when the device is running.

Policies are not coded directly within the agent behaviours. To be more flexi-
ble, the agent uses the Policy Service managed element, shown in Figure 1, to issue
events to a policy engine and wait for a set of recommended actions to perform.
The particular policy server employed by RASCAL is Ponder23 [16, 17], used as
a local library, which uses an XML-based policy description language to define
events and policies to be processed by the Ponder2 policy engine. The result of a
policy is an action the RASCAL agent has to perform. Currently, RASCAL deals
with obligation policies. An obligation policy is an Event Condition Action (ECA)

3see http://ponder2.net/
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Network availability is 
indicated by means of 
traffic lights

Single incoming and outgoing 
messages can be inspected

Different colours are 
used for different 
network technologies

Discovered and local 
services are listed

For each discovered service its 
receiving addresses are presented

Figure 2. The RASCAL GUI.

rule in the deontic sense [18]. Given E and C is true, it is obligatory that the agent
performs A.

4.4. Graphical User Interface

The RASCAL user interface is designed for control and inspection using event-
based interaction with the RASCAL agent. The main panel, shown in Figure 2,
indicates the status of the various network interfaces available on the local device
and a set of buttons to open inspection views. One of these views provides a
list of all remote devices interacting with user-level services running on the local
device. Additionally, a second view is dedicated to message inspection and a third
to inspecting, editing and controlling policies definitions. Currently, the RASCAL
GUI has been implemented to work only on laptops or personal computers but it
can be easily adapted to other consumer devices like PDA, smartphones, etc.

5. Laboratory Experimentation

This section presents preliminary laboratory experiments conducted in order to
validate RASCAL capabilities in terms of ensuring connectivity remains estab-
lished even when some channels are disrupted.
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FIGURE 3. Laboratory experimentation setup. 

The experimental setup for this evaluation was composed of three laptop 
nodes, each equipped with WLAN and Bluetooth adapters. Each node could com- 
municate with the others using eit,her of the two available network tecl~nologies 
(sce Figure 3). 

Each node was also equipped with the PalCom communication stack, which 
provided discovery services and multi-hop routing capabilities via the DSDV [23] 
routing algorithm. Selected test applications were deployed on top of the PalCom 
communication stack: The application running on node1 (the source) was to send 
heartbeat messages every 9 seconds to node-2 (the sink), once it had been discov- 
ered. The application running on node-:! was capable of receiving and counting 
incoming mcssagrs. In this sccuario, nodol could reach node2 directly, or via 
node-3. It could also occor that messages could be transferred via hops across 
different bcarers. 

To add uncertainty to t,he experiments, aperiodic network failures were sim- 
ulated. Each node was equipped with a failure generator which, based on a math- 
ematical model, blocked the transmission of messages over a particular network 
adapter for a certain time. The mathematical model was based on the Markooian, 
property that the probability of the occurrence of an event does not depend on the 
history of previous events. Based om this property, techno1og)r failrnes were simu- 
lated with an occurrmce rate cq11a1 to  the inverse of t,hc X parameter of a negative 
ezponentdal dist,ribution. Furthermore, the duration of the failure was simulatetl 
using the Erlang-k distribution. The expected average and standa.rd deviation fail- 
ure duration time were used to define the distribution. Table 1 shows the average 
failure occurrence time and the relative duration for each bearer endpoint. The 
choice of these values was based on experience gained when performing real-world 
evaluations (see Section 6). 
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Table 1. Table of average stochastic failure occurrence time and
duration per network bearer technology

Technology Rate (mins) Duration (mins)
UDP 2.5 2± 1
Bluetooth 1.25 2± 1

In the experiment, every node was also equipped with a software compo-
nent named Failure Generator which simulated the unavailability of a particular
network bearer. In particular, using the parameters presented in Table 1 the com-
ponent generated failure events that described when and for how long a network
adapter had to be considered deactivated. When the event occurred, the failure
was simulated and the node prevented from sending messages using that particular
adapter. Each time an event was consumed, a new one was immediately gener-
ated. The failure generator reactivated an adapter when the failure duration time
elapsed.

The entire experiment consisted of 20 runs of 10 minutes each. Every exper-
iment contained a stochastic number of failure events.

To measure the capabilities of RASCAL to ensure that communication re-
mained established even when channels were disrupted, experiments were con-
ducted both with and without the RASCAL component deployed. A node with-
out RASCAL was only capable of communicating using a UDP bearer, with no
ability to autonomically adapt. The measured output variable was the number of
messages successfully delivered to the sink (node-2).

5.1. Results

Figure 4 shows the value of the measured output variable over 10 minutes when
analysing a single experimental instance. As can be observed, after the 10 minute
cycle the number of messages delivered with RASCAL enabled was substantially
higher than without it. In fact, during this period of time several network failures
occurred, but nodes with RASCAL deployed continued to discover one another
with heartbeat messages sent continuously using different routes. On the other
hand, with nodes without RASCAL deployed when a failure occurred the sink was
no longer discovered and no heartbeat messages were therefore transmitted from
the source to the sink (this is represented by the flat parts of the dotted line in
Figure 4).

A more significant result is given by Figure 5 which shows the value of the
output variable over all 20 considered instances. This box-plot shows that the av-
erage number of messages successfully delivered to the sink when RASCAL was
deployed, were definitely better than without it (339 messages against 267). Natu-
rally, for simple instances with no failures the presence of RASCAL was irrelevant.
In fact in both cases the maximum number of delivered messages is almost the
same. The results change however when many failures occurred since the mini-
mum of this output variable over 20 instances without RASCAL is 110 and with
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Figure 4. Number of messages successfully delivered to the sink
in an experimental instance.

RASCAL is 221, i.e., system performance improved by more than 100%. This al-
lows us to conclude that the more disruption occurs to the network infrastructure,
the more benefit is provided by the presence of RASCAL technology - thanks to
its capability of utilising alternative paths over different technologies to deliver
messages.

To be certain of the real significance of the obtained results over 20 instances
the Wilcoxon Paired Rank Sum Test was applied. This test stated with a confidence
level higher than 95% (p-value = 0.0008909) that the improvements generated by
RASCAL are statistically significant.

6. Real World Evaluation

RASCAL has recently been integrated into the iterative, participatory design
process practiced in the PalCom project1. We are currently carrying out experi-
ments with end users in major incident emergency response scenarios. This section
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Figure 5. This box-plot represents the number of messages suc-
cessfully delivered over the 20 experimental instances, with and
without RASCAL.

presents an overview of one of the mocked-up situations of a real world major in-
cident conducted recently.

Within this experiment a building fire is considered. This particular scenario
demands fast and decisive action, often in life-threatening situations. It also re-
quires collaboration between numerous people located in different, often changing
areas: personnel at the incident site including firefighters, police and paramedics,
at the command centre, in vehicles and others.

Each of the people involved, and many of the vehicles and other equipment,
are associated with one or more electronic devices such as radios, biosensors, GPS,
health recorders, handhelds, tablet PC, etc. In the fire scenario different devices run
different crisis-relevant applications including VOIP clients, instant messengers,
map services and other collaborative tools.

The particular scenario is illustrated by Figure 6(a). Three firefighters (FF)
are moving in relative proximity to one another attempting to evacuate people from
a building on fire. They are using small, wearable RASCALised PDAs, each with a
built-in camera running a map service. Their duty is to notify the command centre
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(CC) and the other local team members of findings related to visited building(s),
i.e., the positions of injured people. To do this, they make special marks on the
map displayed on their PDA. They may also take pictures to assist the command
centre with gaining a visual overview of the incident location and status.

(a) The conducted mocked-up situation. (b) Example of policy to send low resolution
pictures to the command centre towards the
ad-hoc network when the infrastructure con-
nection is not working anymore.

Figure 6. Real World Scenario.

In terms of connectivity, FF1 and FF2 are connected via both ad-hoc (HOC)
and infrastructure (INFR) networks and FF3 only via an ad-hoc connection. In
this situation, through the multi-hop capabilities of RASCAL all four actors (the
three firefighters and the command centre) are able to communicate with one
another. For example FF3 communicates with the command centre via the ad-hoc
connection with FF2.

In this particular scenario, the RASCALised devices used by the firefighters
are equipped with the following policies:

1. IF (infrastructure connected) THEN send map data to CC and FF
via INFR.

2. IF (!infrastructure connected) THEN send map data to CC and FF
via HOC.

3. IF (infrastructure connected) THEN send high resolution pictures
to CC via INFR.

4. IF (!infrastructure connected) THEN send low resolution pictures
to CC via HOC.

Figure 6(b) shows the definition of the final policy in the list presented above.
This policy sends low resolution pictures to the command centre when the device
is not infrastructure connected. It receives mmstatus events which denote whether



Autonomic Communication with RASCAL Hybrid Connectivity Mgmt. 77

infrastructure_connectedalt

[else][else]

FF1 FF2 Command Center

1 : sendHighResPict
<<INFR>>

2 : sendLowResPict
<<AD-HOC>>

3 : sendHighResPict
<<INFR>>

Figure 7. Sequence diagram of the actions taken by FF1 to send
pictures to the command centre.

a network interface is available or not. This event has two associated parameters:
the interface protocol and its current status. The only condition that triggers this
policy is that the infrastructure connection is unavailable (see the XML condition
element). The action sendLowResolutionPicture triggered by this policy notifies
the RASCAL agent to decrease the resolution of the pictures for the command
centre and to send them using the ad-hoc network (see the protocol attribute of
the sendLowResolutionPicture XML element).

In this scenario, FF1 has policies (1) and (3) activated. When FF1 moves
into an area where the infrastructure connection fails, this is detected and policies
(2) and (4) automatically become active. The RASCAL agent running on the
FF1’s PDA is thus notified by the policy engine and hands over all communication
with FF2 to the available ad-hoc connection. Given the importance of sending
images to the command centre and giving the low nominal bandwidth of the ad-
hoc channel, pictures are first automatically reduced in quality (i.e., resolution)
before transmission.

Later, when FF1 returns to an area with infrastructure network coverage,
communications with the command centre are automatically returned to the in-
frastructure connection with images once again sent in normal, high resolution.

A sequence diagram of the actions taken by FF1 to send pictures to the
command centre is shown in Figure 7. The diagram considers the situation both
with and without the infrastructure connection.

Further real world experimentation with emergency services is ongoing.
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7. Conclusion

This paper has provided an overview of the RASCAL autonomic communications
software component designed to manage connectivity in environments subject to
disruptive events. The component can be interfaced with device communication
stacks and offers features including automated network handover, routing optimi-
sation, transmission contingency, content adaptation, deferred service provisioning
and role management.

The key components of each local RASCAL deployment consist of a software
agent autonomic control logic and a Ponder2 policy engine with which the user is
able to define rules guiding and constraining the agent control logic. The autonomic
controller interfaces with three (or more) managed element services, of which the
policy engine is one.

The reported laboratory experimentation has demonstrated the operation
and performance of the system under controlled conditions, with results proving
the intuitive conclusion that RASCAL significantly aids the maintenance of sus-
tained connectivity in disruptive environments. Moreover, the reported real world
evaluation offers an insight into how RASCAL has been deployed in an actual
setting involving firefighters working collaboratively at an incident site.

As a work in progress, RASCAL remains under a continuous refinement, in
particular as feedback from real world evaluations is gathered. Particular ongo-
ing work includes areas that enhance the autonomic capabilities of the system
including the incorporation of improvements to the Ponder2 policy language (un-
dertaken as an independent project to RASCAL), and to the autonomic controller
logic. The improvements to the policy language include a new means of expression
using a form of process-algebra over actions. This allows the expression of a set
of actions (i.e., workflow) rather than the current limitation to atomic actions.
Further planned improvements relate to the inspectability of the RASCAL system
and its use in composing dynamic assemblies of computational devices and services
with flexible, self-adaptive communicative connections.
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Autonomic Resource Regulation in IP Military
Networks: A Situatedness Based Knowledge Plane

Gérard Nguengang, Thomas Bullot, Dominique Gaiti, Louis
Hugues and Guy Pujolle

Abstract. During the last decade, networks have been growing dramatically
on several dimensions: the number of users has been multiplied by more than
15, the amount of traffic by more than 100 and the number of network tech-
nologies and usages has also been diversified. One of the main consequences of
this growth is the increase in dynamicity of the network behaviour. Therefore,
it is more and more difficult for human operators to manage the network in
an efficient way. That is why current research in the field of network manage-
ment tends to automate network control and management. A large initiative
has been proposed by IBM to give more autonomy to computing systems:
Autonomic Computing Initiative. The paradigm of Autonomic Networking
was introduced as an extension of Autonomic Computing, focusing on the au-
tonomy of networks. At the centre of it lies knowledge management. In fact,
to be self-managed, a network element needs to know a lot about its environ-
ment. But sharing a large amount of knowledge over a large network is very
expensive in terms of resources. Therefore, new knowledge management mech-
anisms are required. A good example of networks that need to be autonomic is
military networks. In fact, on one hand, military communication environment
is very dynamic, and very uncertain; and on the other hand, quick decisions
have to be triggered to guarantee -whenever it is possible- the connectiv-
ity for strategical communications. This paper proposes an interpretation of
the Autonomic Networking paradigm, a description of a situatedness-based
knowledge plane, and an instantiation of these concepts to a concrete appli-
cation: resource regulation in IP military networks.

Keywords. autonomic, multi-agent, knowledge plane, resource regulation.
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1. Introduction

Since several years, communication networks are integrating more and more new
services. Development of these new services is made possible by new control mech-
anisms (traffic control, QoS architectures, differentiation of services, etc.). These
new mechanisms induced new layers of complexity. Indeed, every time a control
mechanism is implemented, a number of logistic activities are to be performed,
including configuration, optimisation, healing and protecting. Moreover, because
networks tend to be more and more dynamic, these activities should be performed
permanently. This requires intensive care from human operators, which drasti-
cally increases the network operation cost. Therefore, a critical perspective is to
make the network more self-managing, i.e. adapting itself automatically to the
current conditions of traffic and available resources, with less human intervention.
To achieve this self-management, several approaches were proposed by different
research teams. In 1996, [1] proposed a multi-agent based distributed intelligent
ATM network management architecture, which enabled the ATM network to man-
age itself. In 2001, IBM raised a large research impulsion with their Autonomic
Computing Initiative [2]. In each of these cases, the new mechanisms/architectures
that are developed to make the network self-managing require a huge amount of
symbolic and/or numeric knowledge. Moreover, these pieces of knowledge are very
heterogeneous in their aggregation/abstraction level and in their nature, and this
heterogeneity may cause many difficulties, in particular coherence, pertinence and
redundancy problems in the gathered knowledge. To address these issues, a new
plane extending the standard 3-plane architecture was proposed: the knowledge
plane. This new plane would assemble a range of mechanisms which gather, com-
pute, exchange and provide to the network elements all of the knowledge they
could need (including for example control information and management informa-
tion). Because of their changing and uncertain environment, and because of their
need for fast response, military networks are a good example of networks that
need to be autonomic. In fact, since the environment can change very quickly,
it is hardly possible to reconfigure the network manually to enable reliability for
strategical communications. On the contrary, this reconfiguration has to be done
automatically by the network itself.

This paper presents an implementation of the knowledge plane based on a
situated view, and uses this plane to control and regulate the network resource
in a military context. The first part of this paper draws the borderlines of auton-
omy in computing and describes the two main approaches to autonomy: what is
autonomous and what is autonomic. In the second part, we present the knowl-
edge plane and the different approaches and points of view on this new plane.
The third part presents the way we use multi-agent systems to control network
environments. The concept of situatedness is introduced here, and we discuss the
meaning of neighbourhood in a network control context. The last part presents
our implementation of a situatedness based knowledge plane. An instantiation of
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this knowledge plane in a dynamic military communication environment is then
proposed.

2. An Overview of Autonomy in Computing and Networking

The concept of autonomy in computing was introduced two decades ago by Artifi-
cial Intelligence (AI) research teams under the topic of Autonomous Agents. The
focus was set on the capability for software agents to achieve goals without the
guidance of human operators. A common application of such systems was robotics.
Robots have to behave in such a way that they can achieve on their own the goals
they were designed for. A large research field associated with autonomous agents
is action selection (What to do next?). This involves sensing the environment,
analysing it, planning and scheduling of the actions to achieve goals considering
the given environment and acting on the environment. An agent is told to be
autonomous or not regarding its capability to achieve its goals without human
intervention.

At the same time, some research teams worked on agent survivability. Agent
survivability is the capability for an agent to take care of itself, in order to preserve
its own integrity and optimise its performance. Indeed, in many cases, it is much
more useful for a system to adapt, protect, optimise itself, than to make plans to
achieve a given goal. In 2001, following this latter preoccupation, IBM released a
large research and business initiative, called Autonomic Computing. Though the
concepts and methods behind are very close to those which were developed under
the Autonomous Agents topic, there is a notable difference: Autonomic Computing
is entirely focused on systems self-management. The autonomic word refers to the
human autonomic nervous system, whose role is to manage unconscious human
body activities, like heart beating and inner temperature adjustment. One can
remark that in the human body, it is not enough to keep the temperature stable
and the heartbeats regular. Depending on the context, these parameters have to
be adapted, in order to support the human conscious activities, safely and in
an optimal way. This is exactly what autonomic systems have to achieve. More
precisely, IBM proposed 4 activities for autonomic systems. To be autonomic, a
system will have to:

• Configure itself, which requires to have a read and write access on its own
parameters.
• Optimise itself. Using the self-configuration capability, the system will be

able to optimise itself.
• Protect itself. This is the ability of detecting attacks as early as possible, and

performing adequate defence activities in order to avoid being assaulted.
• Heal itself, which is the first thing to do whenever the system has encountered

a failure. This failure can be due to an accident as well as an attack.
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2.1. Autonomic computing architecture

To achieve autonomicity in computing systems, the Autonomic Computing Ini-
tiative proposes an architecture [3] with several components including mainly a
standardised resource management interface and an autonomic manager. Zero,
one or more autonomic managers are responsible for one or more resources. An
autonomic manager manages a resource using its standardised management inter-
face. The autonomic manager is a software entity which can either be embedded
in a physical resource, semi-centralised or centralised in dedicated management
systems. A resource can either be a physical system (Database server system for
example), a software entity (a Database server, a web server, an applicative server),
or a set of physical or software elements. The structure of an autonomic manager
is based on a usual AI control loop (Figure 1). The control loop is composed of
four tasks: perceiving the state of the managed resource environment thanks to
dedicated sensors (through the standard management interface), analysing the sit-
uation of the resource in the environment, planning tasks to stay or return to a
stable state of equilibrium and executing these tasks thanks to dedicated actua-
tors (through the standard management interface). In the centre of this loop lies
knowledge. It is assumed that to achieve self-management in computing systems,
provisioning and using knowledge will be a key issue.

Figure 1. Autonomic control loop.

2.2. Autonomic networking

The Autonomic Computing Initiative does not focus on large networks of homo-
geneous routers, but rather on dedicated information systems, made out of het-
erogeneous components, like Database servers, web servers, application servers,
workstations, PABX, and so on. Thus, the complexity of global knowledge man-
agement is reduced. Indeed, each piece of equipment has its own specific knowledge,
and knowledge sharing between elements is limited. Also, the range of available
parameters and possible actions is very large. In the world of homogeneous net-
works (backbones, ad hoc networks, mesh networks, sensor networks) issues are
very specific, and require specific responses. For example, the analysis and plan
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tasks of the control loop have to stay very simple, because the amount of avail-
able resources is rather small. Moreover, the number of available parameters and
possible actions on each network element is very limited, which limits the possible
complexity of the analysis and plan tasks. Another layer of complexity is involved
by the fact that the actions must be coherent over several network elements (if
not all of them), which increases the importance of collaboration, and therefore
of knowledge sharing, over the network. The key of autonomy in homogeneous
networks, thus, lies in knowledge sharing and coordination of network elements,
rather than on the ability of taking complex decisions based on complex analyses.

3. The Knowledge Plane

3.1. Different visions on the knowledge plane

Often in the past years, the knowledge plane has been presented as a meta-control
plane (i.e., algorithms controlling usual control algorithms). This idea could sound
very seducing, because in one single shot, it would address the whole autonomic
networking field: managing high level knowledge and using it to enable network
self-management. This approach was pushed by Clark et al. [4], who propose the
knowledge plane to gather information from the network and reconfigure the net-
work in an autonomic way, considering high level goals set by administrators. In
a rather close approach, reference [5] proposes an Information Plane, which is de-
signed as a symbolic algorithmic plane. The goal of this plane is to use abstract
information about network control and let declarative programs reconfigure net-
work elements according to high level operator policies. We argue that knowledge
management has become such a critical field in network management, and particu-
larly for autonomic networking, that it deserves a field by itself. Indeed, separating
knowledge management and autonomic control makes it possible to develop new
algorithms and architectures for both. Therefore, our approach is strictly differ-
ent: we think that knowledge plane should only be a protocols/algorithms layer to
manage knowledge within the network, in order to design (later) new autonomic
control/management algorithms. Thus, our knowledge plane has 3 main purposes:
• Gathering useful information from usual control algorithms (network inter-

face connectivity, load, security, routing information). As often as possible,
the knowledge plane should be embedded within network elements them-
selves, so that this information gathering activity can be performed perma-
nently, with little impact on network performance. When this is not possible,
information can be gathered in an external box, using SNMP protocol.
• Giving a meaning to the data gathered, correlating them with each other, for-

matting them and maintaining a generic instance of them. This step converts
the whole gathered information into knowledge. The main difference between
information and knowledge is that knowledge is in context. While information
is composed of raw data, knowledge is a set of interrelated data, in context,
compared to reference values taken from different places at different times.
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• Providing knowledge where it shall be useful, in a format that matches the
needs and understanding capabilities of the recipients. Numerous mechanisms
and protocols have been proposed to match the heterogeneity of knowledge
and the heterogeneity of its use. Three kinds of models were proposed then:
global-broadcasting models, situated-diffusion models and peer-to-peer nego-
tiation models. An optimal solution stands in a hybrid generic model which
allows one to use the benefits of each approach.

3.2. Some words on information models / knowledge models

Reference [6] introduces different styles of information models to find upper and
lower bounds to routing algorithms efficiency. They consider separately No-In-
formation models, Complete-Information models and Partial-Information models.
Partiality of their information models concerns the precision of this information,
rather than its localisation. What they call a partial information model is an
information model where decision points have got imprecise information about
the whole network. They discuss the need for a large amount of information and
propose to use a partial information model.

Reference [7] proposes a classification of knowledge models to address the
load sharing issue in networks of workstations. Authors experiment a range of
load sharing algorithms which use different kinds of knowledge models. They split
knowledge models into two main categories: partial knowledge on one hand and
global knowledge on the other hand, which in turn is also split into distributed
information global knowledge models and centralised information global knowledge
models. As we will discuss later, in such taxonomy, our approach would definitely
lie on the distributed information partial knowledge category.

3.3. Integration of a knowledge plane

Figure 2 shows the standard communication model between network elements
without any knowledge plane. Each control mechanism has to get information
for its own use from the equipment (by executing specific code or polling the
nodes neighbours if necessary) and each control mechanism does exchange control
information with equivalent mechanisms in other network elements. Thus, it is not
possible to avoid redundancy between different control mechanisms. Moreover, it
is difficult to design global information management policies. For example, each
control algorithm surely needs to know if direct topologic neighbours are alive or
not. This kind of information cannot be shared by different mechanisms in such
architecture. In the same way, many advanced control algorithms need to know (or
would benefit knowing) about the load of each interface. Until now, each control
mechanism has to query its own information from the equipment, represent it
and use it, all by itself. Though it used to be good enough in usual network
control planes, this is definitely not a good knowledge management architecture.
Since knowledge management is going to be a key issue for the future autonomic
network, a novel global knowledge management design seems unavoidable.
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Figure 2. Communication between network elements without a
Knowledge Plane.

In our vision (Figure 3), the knowledge plane is the only one responsible for
information gathering and sharing. Each control mechanism then gets its useful
information from it. To provide useful, rich and pertinent information to the differ-
ent mechanisms, the knowledge plane has to pre-compute data, correlate them and
maintain them within a specific rich format. This format may include a confidence
level, a creation date, a last modification date, a life time, an info source, etc.
Such enriched information can be called knowledge. Knowledge sharing is ruled
by knowledge sharing policies which could be smarter than either a point to point
negotiation or a global broadcast.

The knowledge plane helps in the mutualisation of the knowledge. It allows
different mechanisms in a single network element to share common knowledge.
This mutualisation dimension is called “vertical mutualisation”. The knowledge
plane also allows different network elements to share common knowledge. It is
the “horizontal mutualisation”. Until now, “vertical mutualisation” does not exist
at all, while “horizontal mutualisation” is achieved by each control mechanism
on its own through dedicated communication protocols. Paper [8] describes three
examples of knowledge plane architectures: a set of agents solving problems by
cooperating with each other; a Policy-Based architecture with local PDPs; a unique
supervisor that knows all about the network. The authors then choose to base their
knowledge plane on a multi-agent system. As we explain in the next section, though
we chose to base our knowledge plane on a multi-agent system, our approach is
slightly different from the approach proposed in [8].
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4. Our Multi-Agent Systems Based Approach

Our approach of the situatedness based knowledge plane is strongly inspired by
multi-agent systems. It relies on the following considerations:

4.1. Routers are agents

Common multi-agent based propositions for network management and control pro-
pose to embed a small piece of software (called “the agent”) inside routers. These
pieces of software would be functionally independent from routers. They could
communicate with each other and control the router as an external (though collo-
cated) entity. This is the most common acceptation of what an agent is: a piece of
software. However, early multi-agent works, along with robotics, do not necessarily
assert that an agent is a piece of software. Reference [9] defines an agent as follows:
“An agent is anything that can be viewed as perceiving its environment through
sensors and acting upon that environment through effectors”. So, what happens if
we try to see a router as an agent?

4.1.1. A router perceives its environment. A lot of network control mechanisms
are based on the information a router can gather from its interfaces. It can per-
ceive the data throughput on each interface; it can perceive events, like link-related
alarms or reservation requests; it can access to a number of statistical data con-
cerning the traffic; etc.

4.1.2. A router acts on its environment. In the same way, it is a fact that routers
can act upon their environment. Every control algorithm involves acting upon
the routers environment. A router can route packets; a router can slow down

Figure 3. Communication between network elements with
Knowledge Plane.
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flows; a router can drop packets; etc. So yes, definitely, a router can act upon
its environment. If a router can perceive its environment, and act upon it, then,
according to [9], we can assert that a router is an agent.

4.2. The network is a multi-agent system

Reference [10] defines a multi-agent system as a system “composed of multiple
interacting computing elements, known as agents”. The keyword of this definition
is “interacting”. Are routers interacting within a network? Every network control
protocol involves communication and coordinated action between routers. Routers
are interacting whenever they exchange control messages, information messages
and requests. Thus, a network of routers can easily be assimilated to a multi-agent
system. Therefore, we can look at each proposition, each new idea in the field of
multi-agent systems and search for compatibility with the network routers multi-
agent system. Better, we can check if the propositions that were made (and are
in use) in the field of multi-agent systems cannot help in some of our network
issues. And this is done without adding a software agent within routers. The main
characteristic we are interested in is situatedness, as a mean to address the critical
issue of scalability of network control mechanisms.

5. Situatedness Paradigm

Situatedness is a knowledge/communication paradigm widely used in the multi-
agent systems area. Reference [11] defines situatedness as follows: “Situatedness
[. . . ] means that the agent receives sensory input from its environment and can
perform actions which change the environment in some way. Examples of environ-
ments in which agents may be situated include the physical world or the Internet.
Such situatedness may be contrasted with the notion of disembodied intelligence
that is often found in expert systems”. By extension, this means that each agent
possesses its own “personal” vision of the environment, not necessarily the same as
its neighbour’s one. Agents then communicate to share a part of their knowledge.
Each agent knows about its own state and about its neighbour’s.

The situatedness paradigm has been largely used for robotic researches. A
robot can either base its actions on a global map of its environment, which is a
global piece of information or on sensors (light sensors, noise sensors, odor sensors)
providing situated information. Robots based on global information behave better
than situated ones in a static and well-described environment. On the contrary,
situated robots behave much better in a dynamic and/or complex environment.
For example, let’s consider a robot whose purpose is to search for cheese in a flat.
If the flat is perfectly described, the cheese is static and the map up to date, a
robot based on global information is much more adapted to this problem. But if
the cheese moves, it has no chance to find it. On the contrary, a robot based on
an odor sensor has a very high probability to find it. We perceive the interest of
such a paradigm, especially in very dynamic and not well described environments.
The key word in this paradigm is “neighbourhood”. If we think an agent can
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base its decisions on the perception of its environment, the important point is to
know what “its environment” means. Since (as it has been explained in section
4) a router is an agent, one can think that its neighbours are the routers which
are directly connected to it. But it is also possible to consider the routers that
are 2 or 3 “hops” away or even those that are functionally connected to it, i.e.,
routers which are interested about its state and environment. Moreover, the idea
of a node neighbourhood can be thought as a variable notion. For instance, a
node which is a router neighbourhood at a moment can exit from it few seconds
after. More generally, the situatedness of an agent can be defined with two main
characteristics:
• Type of the situatedness: this is the kind of neighbourhood we consider. A

router can either be situated within a geographical area close to the node
under study, or within the functional environment of this node.
• Shape of the situatedness: is the neighbourhood static or not, does it include

all neighbours in an area, or are neighbours integrated in the situated view
depending on other parameters (ease of access, cost, etc.)?

This is in our opinion a key challenge for tomorrow’s autonomic networks: every-
where “neighbourhood” makes sense, it has to be used. This “situatedness” is a
key to scalability, robustness, and adaptability in highly dynamic large networks.

6. Benefits of a Situatedness Based Approach

Each piece of knowledge shared on the network has a cost. This cost can be seen as
the sum of 3 elementary costs: computational load overhead, network load overhead
and storage overhead. Computational load overhead represents for each router
the cost of processing knowledge pieces that have been received per time unit.
Network load overhead represents for each network interface in the network the
cost of sending packets containing the knowledge to be shared. Storage overhead
represents for each router the cost of storing the knowledge received in its limited
storage resources. By doing a reasonable approximation, we can assume that each
of these 3 costs (and thus the sum of these costs) is proportional to the number of
knowledge pieces received by each router per time unit. Therefore, we propose a
simple calculus to appraise the evolution of this value depending on the knowledge
diffusion radius.

6.1. Number of Knowledge Pieces (NKP) Per Time Unit

Our purpose here is to propose a simple calculus to appraise the evolution of the
NKP depending on the knowledge diffusion radius. In order to find a satisfying
approximation for this theoretical value, we assume that the network topology is
acyclic and infinite, with each router having the same number of interfaces. We
evaluate the number of knowledge pieces a node has to take into account at any
time. We call a piece of knowledge an instant data representing one control data
of a given network interface. The NKP value depends on two factors: the max
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distance where informat.ion is shared (NHOPS) a.ncl the number of interfaces per 
node within the topology (NJF). 

If the node does not use control inforn~ation at all, even not on its own 
interfaces. 

N K P ( N J F ,  null) = 0. (6.1) 
If the node n s c ~  its own intcrfatcs control information: the NKP is 1 for c ~ ~ h  
of its interfaces. 

NI(P(IV_IF. 0) = N J F .  (6.2) 
If the nodc nst%s its own interfaces control information. a i d  its direct nc4gli- 
hours intcvfaw. NKP cql~als 1 for cmh of its own i11tcrf:tc.r~ plus 1 for cwrh 
of its ~leiglhours ones. 

N K P ( N J F ,  1) = N-IF + N- IF^. (6.3) 
A g(:c!nc?ralisation of t,his c:~lcrilus is given t)y thc* following relation (Figure 4 gives 
it rqmwmtatio~~ of this systcrn with NJF=3): 

NKP(N-1F.n)  = MI<P(NJF,  n - 1) + N - I F ~  * ( N J F  - I)(*-" (6.4) 
with n=N-HOPS. 

FIGURE 4. A representa.tion of a.n upper bound of hhe NICP 
growth depending on N-HOPS with N1F=3. 

6.2. Discussion on these data 
What clcitrl~ appears hcrc! is not surprisirig: tlic cost for sharing knowledge! into a 
network grows exponentially with the distance where each c1at.a a,re broaclcasted. 
However. this leads us to an interesting observa.t.ion: if we assume that the cost. 
of knowledge sharing is proportional to the NCP, the cost for sharing knowledge 
in a reduced scope is very small. As an example, in a network where the most 
clistant nodes are separated by 7 hops, the cost. for broaclcasting information over 
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the whole network would be about 1000 times the cost for broadcasting infor-
mation to a 4 hops radius area. Therefore, to develop more autonomic control
algorithms working with a large quantity of knowledge, and if local knowledge
brings enough information, it would be much more efficient to use “wherever it is
possible” situatedness based knowledge sharing schemes.

7. The Situatedness Based Knowledge Plane

We propose the knowledge plane to be based on a multi-agent system, assuming
that each router can be assimilated to an agent. Each agent builds a primitive
situated view of its environment by gathering control data from its hardware layer.
In a “multi-agent” vocabulary, the agent sets sensors on each interface in order to
sense variations of different parameters. Then, by exchanging sporadic knowledge
messages with its nearest neighbours, the agent begins to extend this view. For a
range of applications, this situated view can be coupled with global information
such as the static topology with routing metrics. In future works, we will try
to classify and develop a range of knowledge pieces our knowledge plane could
manage. This classification would surely include knowledge pieces related to QoS
(QoS parameters, including delay, jitter, and loss) and security.

Until now, we have developed a generic knowledge gathering mechanism to
be combined with any control algorithm (whatever this algorithm does control): a
generic knowledge representation format, a generic knowledge correlation toolkit
and a generic knowledge sharing protocol. First of all, an event management mech-
anism enables the communication with control algorithms: a simple loop, SNMP
or syslog server can read information from control algorithms (load of interfaces,
attacks, etc.) and trigger events every time a significant change in the network
element state happens. Events are then parsed, in order to enrich the knowledge
plane whenever it is justified.

Knowledge is presented as a stack of facets. A facet is a representation of a
part of knowledge associated with a given point of view on the network. It is very
important to notice that facets do not group facts by kind of problem, but by kind
of knowledge. For example, “the state of the links” can be gathered in one facet.
This facet can be used for routing, security or healing purposes. On the contrary,
routing information cannot be a facet. Facets are presented as lists of facts. A
fact is a list itself, containing whatever is useful regarding this fact, plus a time
stamp. A list can contain any type of data, including strings, numeric values or
even lists. Knowledge correlation toolkit is a set of tools to link, filter, match, add,
remove, modify or replace facts within the list. They enable network programmers
to very easily develop knowledge management algorithms, using for example rule-
based programming (IF (eventA ON nodeB AT timeT1) AND (eventA ON nodeC
AT timeT2) AND (timeT1 NEAR timeT2) THEN add fact (superEventA + ON
nodes A and C AT timeT1)). Knowledge sharing is done as follows: when an event
is detected, the event parsing loop can in the same time add a fact to any local
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knowledge facet, but it can also decide to diffuse the fact to neighbours. It is
then possible to give a diffusion mode, a diffusion radius. The message is sent to
corresponding neighbours, depending on the actual topology.

8. Autonomic Resource Regulation in Military IP Networks

Military networks consist of heterogeneous data transmission technologies associ-
ating fixed, wireless and mobile infrastructures. The overall network connectivity
is volatile. The wireless communication links often suffer from signal attenuation
due to Doppler effects and spatial fading, as well as vulnerability to weather, elec-
tromagnetic interference, interception and jamming [12]. This results in a high
fluctuation of the available bandwidth, high latency (delay) and high error rate.
These extremely unfavourable conditions degrade the capability to run network
applications. Therefore, the notion of end-to-end quality of service is crucial since
these networks are often used for the transmission of mission critical information
with specific performance requirements between strategic and tactical domains.
However, the conventional Quality of Service approaches mostly based on resource
allocation are unable to deal with the high dynamicity of military networks. Espe-
cially, the scalable and suitable Differentiated Services (DiffServ) framework [13]
which introduces multi-level network services is by essence unable to cope with the
unpredictable and unstable nature of these networks. Although, several research
were undertaken during the last decade to integrate adaptiveness over the DiffServ
architecture [14, 15], the focus was mostly on the automation of the network con-
figuration process and the dynamic allocation of network resource. Indeed, even
if sufficient network resource is allocated to each ingress flow, an unforeseeable
external event can drastically reduce the available bandwidth and compromise the
transmission of both essential and non-essential military traffic.

To overcome this problem, the network should be able to efficiently perform
on its own and attempt to sustain as much as possible an acceptable level of service
for at least critical data when only a part of all resources may be available. Since the
network performance along a path can diminish at a moment and regain its former
level a few seconds later, the solution resides in the construction of an environment-
aware system that can autonomously pilot the network. This section instantiates
the situatedness agents based knowledge plane approach for self resource regulation
in a DiffServ based military IP network. Software agents are embedded in edge
nodes of the network. These agents continuously update their local perception of
the network state and cooperate efficiently in order to build a partial but consistent
knowledge on what is happening on the network. Based on this knowledge, the
agents react on their networking features in a way that the performance anomaly
will be annihilated.

8.1. The proposal overview

As underlined previously, commonly used techniques for dynamic resource man-
agement in DiffServ networks are unable to fulfil the military QoS requirements.
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Since the bandwidth often fluctuates. even higher priority flows can encounter 
congestion. Such a situation can easily conipromise the achievement of a milita.ry 
mission. Therefore, continuous perforinance nionit,oring is crucial t,o tmct the on- 
going QoS, compare the monitored QoS wit,h the expected perforniance, detect 
possible QoS degradation and then take on the fly corrective actions accordingly 
to sustain as much as possible the required QoS for at lenst some flows and avoid 
the collapse? of the scrvic:c. 

Our approach to solve the aforementioned problem is to build an environment- 
aware self-regulating distributed system that pilots the network according t,o the 
data, in the knowledge plane. Since the network core is in some wily incontrollable, 
oar proposal consists in thc! irnplcrncmtation of thc distribiit,c!d ho~vlcdgc? plane 
agents in the edge routers of a military domain. The network core is then con- 
sidered as t,lle environment the so formed mult,i-agents system has to deal with. 
(Figure 5). At. a bootst.ra.p stage, each agent, is configured by the Ketwork Opera- 

FIGURE 5. Overview of the proposal. 

tor Centre (KOC) and receives a file made of incoming network flow descriptions 
with the associated network services? the description of the QoS requirements for 
each service and the probing traffic characteristks. This inforn~ation constitutes 
the Agent ~ o a l  Spccific:ation (AgS). The Agmt goal Specification drivcs the a.gcnt 
pc?rccption of t l ~ c  network statc and provitics tln! coritcxt for thc knowlcdgc (:on- 
strnction. Once the systcrn is settled, each agent probcs pc!riodically its prcdc?fined 
network services searching for ally performance anomalyt bbuils and consolidates 
its knowleclge from peers information and acts when necessary (based on it.s knowl- 
edge) on the network by suspending or upgra.ding incoming flows. In short, each 
agent carries out two hehasiours: t,he resource diagnostic I)ehaviour ancl the re- 
source inanagenient. behaviour. 
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8.1.1. The agent Resource Diagnostic Behaviour (RDB). The RDB allows the
active monitoring of all the defined network services on an edge to edge basis. The
agent situated view (Figure 6) is therefore made of all the paths connecting it with
the edge routers defined by the network operator in the AgS. For each service, the
probe generates micro test traffic in direction of all the nodes of its neighbourhood
(see the section on Situatedness paradigm) and computes the QoS metrics [16, 17].

Figure 6. Situated view representation.

In this work, with an aim of simplification, we decide to restrict the QoS
metrics to the end-to-end delay between edge routers. Once that the edge-to-edges
delays are measured for each service, a local indicator per service is then com-
puted. The indicator varies between 0 and 1. The computing process of the local
indicator iS for service S is as follows:

• Step one: Selection of the highest delay value for the service S e.g., measured
delay D, from Agent A to Agent B = (D,A,B) where D is the highest delay
measured for the service S.
• Step two: Indicator computation

iS =

⎧⎨
⎩

Measured Delay
Max Authorised Delay if Measured Delay ≤Max Authorised Delay

iS = 1 if not
When the indicator iS is less than 1, nothing is wrong on service S. Oppositely,
when iS = 1, it implies that the flows using the service are in trouble. Something
must be done to rectify the situation. The computed indicators are stored in the
knowledge plane and the (iS,A,B) style events are broadcasted by the agent to its
neighbours.
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8.1.2. The agent Resource Management Behaviour (RMB). The RMB consists of
the decision-making process and the execution of the adequate actions in order to
adapt the network traffic according to the available network resources and avoid
the complete collapse of network services. The RMB takes as input the set of
indicators available in the router knowledge plane and checks for each service if
it is necessary to initiate a coordinated action. The possible actions are either
degrading flows to release the congested resource or restoring the initial PHB of
the previous degraded flows. This is realised thanks to the agent control module
which acts directly on the admission control module of the router operating system.

For each service, the first step of the decision making process is to determine
the edge router that appears more than the others in the destination field of the
indicators. This indicates that the concerned destination is in serious trouble. If the
greatest of these indicators exceeds a certain threshold, a message is sent to all the
agents of the situated view. A decision must be taken to release the resource and
avoid persistent congestion and performance degradation. It will be taken by one
of the agents having received the message according to whether it is the smallest
in the collating sequence, each agent being identified by an alphabetic letter.

Figure 7 summarises the process of building and using the knowledge. The
measurements realised by the probe are associated to a context to become knowl-
edge thanks to data contained in the AgS. This knowledge is completed by the
environmental perception of the other agents. Finally, the decision making process
of the agent uses this knowledge as an input to guide the undertaken actions.

Figure 7. The process of bulding and using the knowledge.

9. Experimental Setup: Video streaming in dynamic environment

For validation purpose, we have chosen to consider a video streaming application
in a context where network resource is variable as in a real military context. Our
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choice was guided by the fact that it is very easy, just by watching a screen, to
evaluate the relevance of agents’ actions on the system. This test can be replayed
with others delay sensitive streams such as voice. A test-bed has been carried out
to test our concepts and evaluate the relevance of our approach. Figure 8 shows
the detailed setup. It consists of: 4 PC-based Linux routers, 2 video servers and
2 video renderers. The VideoLAN software is used for the video streaming and
viewing.

Figure 8. The test bed.

To simplify the tests, we considered that the network provides only one ser-
vice, the video service. This represents the situation where all traffic classes are
overloaded and it is impossible to borrow bandwidth. The authorised maximum
delay for the video service is fixed at 500 ms. The agents are implemented in
Java and the probe module in C. The test scenario is as follows: 2 video flows
are streamed in loop from the servers to the renderers over the UDP protocol
(Figure 8). Each agent is configured with the corresponding AgS. Thus on each
screen, it is possible to see two different videos. In a first stage, sufficient net-
work resource is provided. All the links are point-to-point 100Mbit Ethernet. The
videos have a perfect viewing quality. No degradation is observed on the images.
Then, to emulate a performance problem in the backbone (perturbation on satel-
lite communication for instance), the bandwidth of the link which connects the
video renderers’ edge router to the backbone is reduced to 7.6Mbit. This is done
thanks to the token bucket filter queue discipline of the Linux traffic controller
module. With this bandwidth, the streams start to experience degradations. The
video service is impacted by the lack of bandwidth. The images become fuzzy on
the screens. The multi agent system is not yet activated. So, if nothing is done to
reestablish the initial status, all the end-users video applications will suffer of this
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performance degradation. Under these conditions, the agents are activated within
the edge routers. The lack of sufficient network resources is detected by the system
and an agent is elected to prohibit randomly the access to the network of one of
its incoming flows. This results in the improvement of video service delivery and a
good visual quality for the remaining streams. In a multiservice context, the flow
prohibition can be replaced by the attribution of a low priority to the flow. Figure
9 shows the delay variations of the video service between the video servers edge
routers and the customers edge router few seconds before the agents activation
and after. We notice that before the agents activation, the transfer delay of the
video service is very high and oscillates between 700 ms and 1000 ms. Once the
multi-agent system is activated, this delay falls and approaches zero. This is due to
the fact that one of the ingress streams is stopped and the shared resource is not
any longer congested. At the end of a variable time, since it depends on the net-
work state, the system estimates that the anomaly having caused the performance
degradation and the interruption of one of the flows is solved. The agents cooper-
ate together and authorise suspended flows to reach again the network. Since the
bandwidth limitation still exists, the system reacts and stops a video stream. This
explains the jumps of delay observed thereafter.

Figure 9. Network delay variation.
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10. Conclusions

This paper presents our vision on autonomic networking. We explain that achiev-
ing this goal will require new control algorithms which will take into account a
larger range of situations, to address more and more network issues. These new
advanced algorithms will definitely need different and unified knowledge manage-
ment policies. The Knowledge Plane, thus, would be an independent software area
where new knowledge management mechanisms would gather, compute, exchange
and provide formalised pieces of knowledge to advanced control algorithms. This
activity can be split into two main roles: vertical mutualisation and horizontal
mutualisation.

As an implementation of this Knowledge Plane, we adapted the situatedness
paradigm (which is used by Artificial Intelligence / Multi-Agent research labs) to a
network context. Thus, we developed a situated view of control information. This
situated view can gather for example load information, connectivity information
and most used destination addresses of near neighbours. We proposed a definition
of what neighbours should mean in our situated view and gave examples of how
it could be implemented.

We show in an example that this situatedness based Knowledge Plane will
increase feasibility of autonomic control and self-management mechanisms. This
example was taken out of a large range of possible applications and is representative
of different aspects of the use of a Knowledge Plane.
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Autonomic Service Access Management for Next
Generation Converged Networks

Monique Calisti, Roberto Ghizzioli and Dominic Greenwood

Abstract. This chapter presents the Living Systems Autonomic Service Ac-
cess Management Suite, LS/ASAM, a comprehensive middleware solution en-
abling adaptive connectivity management of nomadic end hosts across hetero-
geneous access networks with autonomic optimisation of network performance
and availability.

1. Introduction

Next Generation Networks, NGN, are becoming increasingly open, shared and with
infrastructure that is reliant on highly distributed components. This is largely be-
ing driven by the vision of ubiquitous broadband access that is continually evolving
the way business and consumer customers interact. These networks must thus con-
tinue to improve in terms of performance through multiple dimensions, including
for example service mobility, personalisation, transparency and immediacy.

This evolution of network infrastructure offers operators the possibility to
create many new forms of business. However, it also poses some significant new
challenges in many areas of communications and service management, especially
in resource-limited access networks. The NGN view is to rely upon an all-IP in-
frastructure, offering a clean separation between network and service layers and
enabling QoS provisioning “out of the box”, which should be easier to manage and
less expensive to maintain. However there are several factors which complicate the
overall NGN picture.

End users are increasingly demanding new services and dynamic, case-specific
service aggregations, to support a seamless and consistent experience across mul-
tiple access technologies, devices and locations. They expect to be always best-
connected, i.e., to have anywhere and anytime access to the best available tech-
nology with the maximum capacity on offer, plus easy-to-use and problem-free
services, all at ever lower prices.
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Indeed, the proliferation of applications, services and heterogeneous tech-
nologies, including advanced multi-modal end users devices, enables a variety of
ubiquitous deployment scenarios, but also poses significant challenges in terms
of service usability and personalisation. This is further complicated by the need
to integrate new solutions with legacy systems, while optimising resource-limited
consumption (e.g., radio frequency in access networks).

In addition, the widespread expansion in the availability of high-speed broad-
band access technologies including cable, DSL, powerline, satellite and wireless,
is encouraging the entry of new service providers in both the fixed and mobile
telecom sectors, thereby stimulating a competetive environment. In response op-
erators need to identify means of lowering operating costs by optimising service
provisioning performance and connectivity management.

It is our belief that a fresh approach is required to achieve these objectives. We
thus propose a comprehensive policy-driven, autonomic software solution spanning
provider infrastructure and end-user devices that positions auto-adaptive control
software directly within the devices. The majority of service and connection pro-
visioning approaches in use today tend to operate on the traditional client/server
model and are thus rather ineffective due to a common inability to handle the
increasing dynamicity and diversity of heterogeneous access technologies. In this
perspective, emerging solutions need to be “autonomic” by design; their compo-
nents should be able to self-regulate and dynamically optimise their own behaviour
according to detected changes in their host environment [1].

We call our approach the Living Systems Autonomic Service Access Manage-
ment suite, LS/ASAM. It is a comprehensive and innovative solution that enables
effective delivery of next-generation ubiquitous services by dynamically combining
end user requirements and service provisioning policies with network-facing man-
agement and control functionality. By automating selected low-level processes on
both the user and operator sides and introducing more “personal intelligence” (user
context and behaviour awareness) and “network intelligence” (network services,
content and resources awareness) throughout the whole service delivery chain, the
LS/ASAM solution realises Autonomic Service Access Management (ASAM). The
guiding ASAM vision is to use autonomic techniques that enable operators to
efficiently manage and optimise resource utilisation, performance and end user ex-
perience. This is achieved by transparently tuning service parameters while taking
into account changes in both the client and network context.

This chapter continues with a discussion of the ASAM core principles before
presenting the architecture and features of the LS/ASAM Suite as a means to
realise the ASAM vision. We then describe two key deployment scenarios coupled
with a discussion of some of the most distinctive characteristics.

Subsequently we provide some data on experimental work conducted in the
laboratory on performance analysis of the LS/ASAM suite prototype. The ASAM
simulator is described before the presentation of selected results from recent ex-
periments.
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We conclude the paper with some discussion remarks, experimental conclu-
sions and targets for ongoing work.

2. Autonomic Service Access Management

Due to the increasing deployment of multiple access technologies at the edges of
networks, the management of ubiquitous communications and services is changing
rapidly. Intelligence and specific management and control functions need to be
migrated toward the edge of the network and even onto the customers’ devices.
In particular, service access management, i.e., the set of functions including the
selection and maintenance of one of several available communication channels, is
increasingly demanding:
• Fast and appropriate adjustment of the relevant connectivity parameters to

a continuously changing network environment.
• The assurance of sufficient service quality and reliability, whose perception

can vary from one user to another.
• In coordination with the aforementioned points, the optimisation of resource

usage and reduction of operational costs.
Autonomic Service Access Management, addresses these issues by dynam-

ically and automatically adapting the configuration and utilisation of available
network access resources in a reliable and cost-efficient way. This is achieved by
embedding specialised intelligence into complex multi-technology and multi-service
access networks, including end user devices. The chosen approach is to deploy
smart techniques allowing operators to efficiently manage and optimise resource
utilisation, performance and end user experience. This is achieved by transparently
tuning service parameters (e.g., bandwidth, average delay), while taking into ac-
count changes in the context, including user preferences, Service Level Agreements
(SLAs), user location, devices features and network resources.

ASAM bases its adaptivity on the capability to autonomously observe, ex-
tract, understand and use context information to consequently modify its own
functionality. Information exchange and correlation between client devices and ac-
cess nodes, as well as between access nodes even of different technologies, is at the
core of this approach. In particular, through dynamic mediation between (often
conflicting) requirements on the client and network side, capacity for given con-
nection requests is allocated by taking into account the status of the whole service
provisioning chain. This requires accounting for a variety of parameters that char-
acterise the connection to be created, the consequently required network resources
and the policies existing both on the user and provider side.

For this to be realised, flexible and distributed monitoring, configuration and
maintenance tools need to be smoothly interfaced and integrated within the evolv-
ing networking environment and pre-existing management systems. This is not an
easy task, especially when considering that many operators must deal with a di-
verse mix of systems and processes that make it difficult to effectively monitor and
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tune service performance once already in the delivery phase. In this perspective,
a new kind of management solution is needed. A comprehensive policy-driven and
autonomic architecture, spanning basic infrastructures and end-user devices, which
builds adaptive control functionality directly into the corresponding elements, en-
abling the shift of focus from technology to value-added services.

LS/ASAM is a comprehensive ASAM solution that addresses these challenges
by making use of software agent technology [2]. Autonomous agents that adapt to
changes in the environment, minimising human intervention and service interrup-
tion, lie at the foundation of LS/ASAM and provide a powerful means to engineer
a distributed and autonomic system that includes:
• Customisable and adaptive routines for automating and tuning repetitive

information and control tasks.
• Coordination mechanisms enabling the spontaneous collaboration and dy-

namic aggregation of services.
• Abstraction of communication components to support context changes thro-

ugh adaptation of semantic grounding.
In this way, autonomous software agents acting as autonomic managers, see

Figure 1, are enabling LS/ASAM to exhibit self-management capabilities that
increase reliability and performance while reducing operational and management
costs. This shifts the burden of many support and control tasks from users to
the underlying solution, which assists, facilitates and empowers human decision
making.

More specifically, LS/ASAM is a middleware solution empowered with auto-
nomic self-management capabilities, including:
• Self-configuration: policy-based self-configuration of the Suite’s components

according to changes in their usage and working environment.
• Self-optimisation: proactive monitoring and control of resource usage, perfor-

mance and end user experience to enforce optimal behaviour.
• Self-healing: automatic fault discovery and correction, both on the end user

devices and network elements.
• Self-protection: automatic detection of and protection from unauthorised sys-

tem control changes.
Control over LS/ASAM components is expressed through policies bound to

user preferences and business goals. The system senses, analyses, plans and exe-
cutes changes in the environment to ensure that business goals can be effectively
met.

Although other approaches have been proposed in the literature that ad-
dress part of the ASAM challenges, none, to our knowledge, is able to dynamically
mediate between network and client requirements and accommodate resource al-
location and consumption accordingly. In particular, the solution presented in [3],
which is the closest one to LS/ASAM, supporting vertical handover in radio access
networks. In this system, a dedicated decision module, placed within a concrete
provider system, can communicate with various network devices, including client
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Figure 1. An autonomic component architecture.

devices, to determine radio access network selection based on QoS parameters.
Some degree of negotiation takes place, but only between entities within the net-
work and excluding the client devices that remain passive.

3. The LS/ASAM Suite Architecture

The LS/ASAM architecture includes two main types of autonomic software com-
ponents, as depicted in Figure 2, which communicate by relying upon the use of
common interaction protocols and a shared semantics-based ontology defining all
LS/ASAM concepts. These components are:

• LS/CA, the Living Systems Connection Agent, is a client component that
can run on a variety of mobile end user devices (e.g., laptops, PDAs, smart
phones) and provides mobile users with improved quality and reliability by
optimising service access through adaptive connection handover across multi-
ple access technologies and dynamic mediation of service delivery parameters
on behalf of the end user.
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FIGURE 2. An overview of the LS/ASAM architecture. 
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• Physical end user device status, e.g., battery power level, and properties, e.g.,
available network interfaces.
• Existing service provisioning conditions according to pre-defined subscription

contracts/SLAs.
The LS/CA proactively manages and processes this information according

to policies which capture end user preferences, e.g., minimising connection costs,
maximising battery life when on-the-move, etc., and supports the following main
features:
• Seamless handover and session continuity. This guarantees interruption-free

service access across multiple technologies by allowing an LS/CA empowered
device to maintain the same IP address for an entire session. This is achieved
by making use of Mobile IP technology [4].
• Secure communication. Tight integration of the LS/CA with several third

party VPN clients allows permanent secure connectivity. Furthermore, by in-
tegrating IPSec [5] and Mobile IP, the LS/CA ensures end-to-end encryption
of all generated traffic (as an optional feature).
• Connection adaptation. This indicates automatic detection of available net-

works and selection of the preferred network adapter (access technology)
based on service requirements and network conditions for improved reliabil-
ity and QoS. This can trigger dynamic mediation between the LS/CA and
the LS/SAM components.
• Context-aware user support. Through semantic service specifications, policy-

driven decision making and dynamic information retrieval, the LS/CA im-
proves end-user experience by directly addressing low-level issues (e.g., failure
recovery, connection adaptation), while taking into account user policies and
boundary constraints, i.e., context-based information and coordination with
LS/SAM components as needed.
From the LS/CA perspective the mediation process is initiated by sending a

Call For Proposal, CFP, to one or several LS/SAMs. Naturally any LS/SAM with
an open connection established with the LS/CA may also receive the CFP so that
it can also participate in the connectivity mediation process.

3.2. The Living Systems Service Access Manager

The LS/SAM component proactively monitors traffic and resources in the access
node it controls, triggers appropriate actions (e.g., vertical handover, load bal-
ancing) according to the network status and current traffic conditions, processes
incoming LS/CA calls for proposal and elaborate offers as appropriate - see Sec-
tion 3.3. In particular, the two main distinctive features enabling LS/SAMs to
optimise resource consumption at the access network level are:
• Load-balancing. Balancing traffic load across WLAN and cellular networks

while considering the QoS needs of running services renders the network
more resilient to traffic peaks. This is achieved by dynamic coordination
between LS/SAMs that can hand over a certain number of connections to



108 M. Calisti, R. Ghizzioli and D. Greenwood

neighbouring access nodes according to possibly several operator policies. The
use of distributed constraint satisfaction algorithms [6] for LS/SAMs peer-
to-peer orchestration enables effective load balancing by taking into account
all existing constraints.
• Congestion recovery. Real-time and proactive detection, analysis and relief of

congestion, reduces call dropping and increases service resilience and avail-
ability. Within an access node, once no new network connection can be ac-
cepted or the total requested bandwidth exceeds the total available one, i.e.,
packets are dropped, an LS/SAM can decide upon specific policies and ex-
isting SLAs (if any) whether and how to drop or hand over part of the traffic
to neighbouring access nodes.

LS/SAMs decisions and behaviour are guided by the operator’s policies that
express service provisioning preferences with respect to a variety of aspects includ-
ing, e.g., how to allocate traffic to balance out network utilisation, how to treat
specific users (i.e., connections) in case of congestion, how to adapt pricing schemes
according to the user’s subscription type. This requires dynamic management of
information including:

• Traffic conditions and resources available within the access node the LS/SAM
is controlling.
• Traffic conditions and resources available in other access nodes that a given

portion of traffic can be handed over to, via dynamic LS/SAM-to-LS/SAM
coordination.
• Existing service provisioning conditions according to pre-defined subscription

contracts/SLAs.

3.3. Adaptive Coordination of the LS/ASAM Components

The mediation process conducted between the LS/CA and LS/SAM components
consists of a sequential interchange formulated as a contract-net protocol [7] ne-
gotiation with the goal of determining the best connection parameters given the
requirements of the end user, the offering of the network provider and the condi-
tions of the transmission medium.

The requirements of the end user toward the provider are a combination of
(i) the preferences of the end user formulated as user policies (e.g., minimising
connection cost), (ii) the quality demands of the applications running on the end
user device (e.g., a given application may require low end-to-end delay), (iii) the
status of end user device resources (e.g., battery power, which can affect the se-
lection of the transmission technology), (iv) the technologies supported by the
end user device (e.g., only WLAN and UMTS network interfaces available), and
(v) the conditions stated in the subscription contract (e.g., costs for using certain
technologies).

The offering of the provider toward the end user is determined by considering
(i) the properties of the provider network (e.g., diversity of network access tech-
nologies), (ii) the network status (e.g., distribution of traffic load, delay times),
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(iii) the capabilities of the network (e.g., mobility support, QoS control) and (iv)
the provider policies, including business rules, that relate to the use of its infras-
tructure, pricing schemes, traffic prioritisation mechanisms, etc.

Figure 3 illustrates the typical message exchange during a proposal setup
sequence. An LS/CA sends a CFP to one or several LS/SAMs requesting offers to
set up a connection with specified constraints including quality requirements, or
connection characteristics.

An example of a simple CFP is:

(set up connection, (min. bandwidth: 100 KBit/s.
max. delay jitter: 50 ms))

Once sent to all prospective LS/SAMs, the LS/CA waits until some predefined
deadline to receive proposals and/or rejections. Any LS/SAMs that have not sent
a proposal or rejection by this deadline are considered to have been unable or
unwilling to respond to the CFP. A simple example of a proposal sent by a re-
sponding LS/SAM is:

(set up connection, (network: UMTS, min. bandwidth: 100 KBit/s, max.
bandwidth: 120 KBit/s, max. delay jitter: 40 ms, max. end-to-end
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delay: 200 ms))

This proposal includes some additional connection parameters than those present
in the orginal CFP. Although not mandatory to do so, these can be taken into
account by the the LS/CA when evaluating the suitability of the proposal.

The proposals are assessed by means of the Proposal Assessment Function
(PAF) that takes as input (i) the set of quality requirements stated in the original
CFP, (ii) the received proposal (or the relevant parameters stated in the proposal),
(iii) optionally, the user preferences (that can be formulated as user policies), (iv)
optionally, the status of the end user device (e.g., battery power level that can
affect the selection of the transmission technology), (v) optionally, the properties
of the end user device, (vi) optionally, the capabilities of the end user device and
(vii) optionally, any Quality of Experience, QoE, metrics, (vii) optionally, the set
of network operator policies including business rules.

The PAF computes a sum of weighted differences between the required quan-
titative parameters and their corresponding values in the proposal. Nominally, the
PAF is normalised to a target value domain 0,1 where 0 indicates that the proposal
does not satisfy any requirements and 1 indicates that the proposal is valid and
fully acceptable. Intermediate results between these bounds indicate the degree to
which the proposal meets the CFP requirements. Ancillary annotations record if
the proposal exceeded the CFP requirements for use with counter-proposal nego-
tiations.

At this point the LS/CA must decide whether to make a counter-proposal
to any number of selected LS/SAMs that responded favourably to the original
CFP. This decision is made in accordance with how well a received proposal meets
or exceeds the original CFP request. If selected, a counter-proposal can be is-
sued to a responding LS/SAM in an attempt to initiate bilateral negotiation to
revise the proposed offer. Multiple counter-proposal negotiations can be handled
concurrently by an LS/CA with active PAF based comparison of each to deter-
mine variances between returned proposal updates thereby assisting with refining
individual negotiations by taking into account all ongoing negotiations.

A counter proposal is created by modifying a received proposal in accordance
with preferred characteristics. If the original CFP sent was:

(set up connection, (min. bandwidth: 100 KBit/s))

With a received proposal being:

(set up connection, (min. bandwidth: 70 KBit/s))

The PAF determines that this received proposal is close to its requirements, as
expressed in the original CFP, and thus creates a counter proposal in order to initi-
ate fine-grained bilateral negotiation with the sender of the proposal. The counter
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proposal in the instance of this example may be that the proposed 70Kbit/s band-
width offer is iteratively increased to 80 KBit/s:

Counter proposal: (set up connection, (min. bandwidth: 80 KBit/s))
This counter proposal is a compromise between the original bandwidth spec-

ified in the CFP and the bandwidth offered in the returned proposal.
It is important that the decision process exhibits a convergent behaviour to

avoid continuous proposal revision. Several suitable algorithms can be found in
the literature include that by Hofbauer et al. [8] and by Shamma et al. [9].

When, or if, a proposal is accepted the client device sends an accept-proposal
message to the corresponding network provider. All other proposals that have been
received are explicitly rejected by informing their source providers. The reason for
rejection may be included in the message.

3.4. Technology Foundation

As networks grow increasingly larger and more complex, they become harder to
manage efficiently and reliably. This is even more challenging in resource-limited
access networks, which affects the capability to deliver true seamless mobility.
Thus, network and service management solutions are required to exhibit autonomic
behaviour.

Their components detect, diagnose and repair faults, adapt their configu-
ration and optimise their performance, while protecting and healing themselves
according to changes in the network and operating environment.

The key idea is to assist, facilitate and empower humans (operators, network
administrators, customers) by shifting the burden of many support and control
tasks from them to the underlying solution components.

As anticipated in Section 2, the LS/ASAM Suite has been conceived and
realised by embedding autonomic self-management capabilities at the core of its
functionality. Its components autonomously observe, extract, understand and use
context information to consequently modify their functionality, according to poli-
cies that are bound to business goals. The autonomic capabilities of the client
components, LS/CA, and the network component, LS/SAM, are classified as fol-
lows:
Self-configuration. The LS/CA adjusts its own configuration according to changes
in the working environment in which the user device is located. Policy-controlled
profiles for different locations identify the configuration of features to be used,
e.g., connection type, VPN, file shares. The LS/SAM performs self-configuration
determining its own behaviour to achieve high-level directives. This enables the
network (namely the access resources the LS/SAMs control, e.g., base stations
or access points) to respond dynamically to changes in operator policies and/or
network state. Different load balancing strategies may be adopted, depending on
traffic conditions, resource availability and SLAs.
Self-optimisation. The LS/CA selects a specific connection type according to user
policies and in relation to changes in the context. This is particularly beneficial
while roaming in partner networks where the nominal connection may not be
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the preferred, best or indeed cheapest option. The choice of alternative network
adapters can also be triggered by the need of optimising specific application perfor-
mance in relation to device properties and network status. The LS/SAM efficiently
manages access node resources to meet specified performance objectives under dy-
namic operating conditions. By proactively balancing load across distinct access
nodes (via interaction with peer LS/SAMs) and triggering vertical handover of se-
lected connections, it is possible to optimise network performance and availability
according to existing operators policies.
Self-healing. The LS/CA detects faults in related system components (e.g., net-
work cards, drivers, system interrupts) and transparently takes action to repair
and circumvent the anomalous behaviour. The LS/CA also attempts to re-establish
lost connections or, if not possible, seamless transitions to a session over an alter-
native connection type. The LS/SAM is able to detect and repair unpredictable
conflicts between service requirements and available network resources. If appro-
priate, it coordinates its behaviour with other LS/SAMs. In particular, real-time
and proactive detection, analysis and relief of congestion allows the LS/SAM to
reduce call dropping and thereby increase service resilience and availability.
Self-protection. The LS/CA detects unauthorised alterations to obfuscated oper-
ator policies stored in the system registry. It stalls operations while replacing the
policies with securely obtained replacements. The LS/SAM performs the necessary
traffic analyses to detect potential security threats and informs peer LS/SAMs, the
overall network management system and/or the network administrator. In partic-
ular, the LS/SAM supports identification of malicious nodes that attempt denial
of service attacks and blacklists them, warning the complementary access network
management components.

4. The LS/ASAM Suite in Action

Ubiquitous data connectivity and communications management are optimised
transparently across multiple network access technologies by dynamic coordination
of the LS/ASAM components according to the specific situations. In particular,
different combinations of their features enable a variety of deployment scenarios. In
the following, two of the most significant ones are presented including a discussion
of the distinctive characteristics in relation to relevant work.

4.1. QoS Enforcement in Heterogeneous Access Networks

The notion of guaranteed data transmission quality with enforcement mechanisms,
in particular for emerging QoS sensitive multimedia applications, e.g., voice or
video over IP, is a key issue especially in converged networks [10]. While traffic
prioritisation is often not of paramount importance in core networks due to over-
provisioning, QoS is an essential differentiator in limited-capacity wireless access
networks for capacity and/or delay sensitive traffic such as voice or video over
IP. While for cellular access technologies belonging to 2.5G, 3G and 3.5G, appro-
priate standards for QoS have been defined, few operators yet make widespread
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use of them. In addition, the WLAN world is supporting its technologies with
specifications that directly account for QoS management.

In particular, when integrating different access network technologies, e.g.,
WLAN and UMTS, the quality of a connection may be degraded during vertical
handover where (i) the connection needs to be re-established at the new access
node, which is time consuming and during which no data can be transmitted, and
(ii) if too many IP packets are lost, they must be retransmitted which can also be
time consuming in the case of a large number of packets - again leading to service
interruption.

Various approaches have been developed and proposed to address this prob-
lem. In [11], a reservation-based QoS model for integrated cellular and WLAN net-
works is defined and an adaptive mechanism to ensure end-to-end QoS is proposed.
However, this model can only work by making the assumption that cellular/WLAN
interworking is realised by relying upon a common and uniform reservation-based
QoS architecture, which is not (yet) the case for most real network scenarios. Sim-
ilarly, Song et al. [12] proposed an admission control mechanism for integrated
voice and data services in cellular/WLAN networks. The main limitation of this
approach though is that it does not account for video traffic.

To effectively provision QoS and optimise resource utilisation for a variety
of possible heterogeneous network scenarios, the LS/ASAM Suite relies upon the
dynamic combination of specific mechanisms both at the client side (i.e., seamless
handover, session continuity and connection adaptation) and at the network side
(i.e., congestion recovery and load-balancing) that are compliant with dominant
industrial standards, e.g., mobile IP or SIP/IMS, when supported, or technology-
independent, whenever possible.

Unlike legacy systems and hardware-based solutions, the LS/ASAM compo-
nents accommodate high-level service and user needs and preferences (including
QoS requirements) by implementing coordination mechanisms and resource alloca-
tion algorithms that hide low-level access technology dependent processes. This is
achieved by deploying an agent-based middleware architecture that provides users
with a common and higher level of abstraction, which makes low-level network
access heterogeneity transparent.

On the client side, basic QoS in terms of service availability and continuity
is enforced by the LS/CA through automatic and policy-driven vertical handover,
i.e., all traffic is switched from one network interface, according to existing con-
straints and user policies. Moreover, by continuously monitoring network condi-
tions and device status and properties, the LS/CA exerts QoS and context-aware
resource management by selecting the most appropriate access technology to be
used for the running applications/processes. In addition, when appropriate, as de-
tailed in Section 3.3, the LS/CA can also trigger negotiation with one or more
LS/SAMs for different connectivity conditions.

On the network side, the key mechanisms deployed by the LS/SAM to enforce
QoS provisioning are load-balancing and congestion recovery. Load-balancing can
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be triggered by LS/SAMs in order to redistribute traffic across several access nodes
according to various criteria, including:
• Current utilisation of resources at the access node, e.g., once the traffic over-

comes a given threshold a certain portion of the supported connections might
be handed over to neighbour LS/SAMs.
• QoS requirements of the running services, e.g., best-effort connections might

be handed over to prioritise premium services for which charging might be
based on service reliability guarantees (e.g., ≥95% non-disruption).
• Predictions of the network resources usage to minimise the probability of

congesting an access node.
Analogously, whenever congestion occurs a specific part of the traffic at a given
access node might be handed over to other LS/SAMs or selected existing connec-
tions (e.g., the non-premium ones) might even be dropped as appropriate. This
enables relief of congestion and increases service resiliency and availability.

For example, assume a user that launches an IP-based TV program (e.g., a
news channel) on a smart phone. During the launch of the selected application
to render the video stream, the LS/CA determines the connectivity parameters
(typically bandwidth and delay) for interruption-free high quality service provision.
Because different access technologies offer different QoS assurances, the LS/CA
might try to switch to a specific technology, e.g., UMTS, that better supports
the QoS level needed for the video down-streaming. In addition, in the case of an
UMTS connection, the LS/CA would set up a new Packet Data Protocol context
requesting the UMTS QoS streaming class [13].

Figure 4 depicts the deployment model for this case. Each end user device
is installed with an LS/CA component able to enforce QoS. The LS/CA must be
aware of the different traffic categories available in each network access technology.
During a vertical handover, the QoS class of the active network is mapped into an
appropriate QoS class of the target network. There is one LS/SAM agent being
deployed per access node, i.e., each LS/SAM agent is in charge of a specific access
node and thus is up-to-date at all times regarding the status of that node. When
planning load balancing and congestion recovery, the LS/SAM agent must be aware
of the QoS classes supported by the different access technologies to minimise the
risk of degraded service quality. This involves LS/SAM-to-LS/SAM coordination
first to exchange information on current traffic load (or resource availability) and
then to possibly take or hand over part of the communications/traffic1.

4.2. Integration with an IMS/SIP Framework

IP Multimedia Subsystem, IMS, initially developed by 3GPP and 3GPP2 as an IP
core network architecture for cellular/wireless-based access to Internet services, is
now evolving into a standard that provides a common framework to create and
offer next generation converged network services [14]. IMS builds on the Session

1Peer LS/SAMs coordination is not described in this paper because of some pending patenting
issues.
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WLAN access point 

FIGURE 4. Deployment model of the LS/ASAM Suite for QoS enforcement. 

Initiation Protocol, SIP, that is mainly responsible for delivering a session clescrip- 
tion to a user at her current location [Is]. The key idea is to enable any kind 
of access (wireless or fixed) for any kind of media (including any combination of 
voice, text, image and/or video) supporting lnultiple devices and endpoints. 

Because of the (at least initial) co-existence of IMS and non-IMS applica- 
tions, the costs associated with moving to a full IMS-based network and the inher- 
ent complexity of IMS (and its several st,andards, interfaces and protocols) most 
service providers and/or operilttors are expected t,o migrate toward an IkIS service 
framework itcrat ively. 

One of the core issues to be addressed for successful adoption of IRIS is the 
ability to face morc aggressive bandwidth and Iat(!ncy demands, which implim 
increased QoS inanagc~ncnt. and &sign capabilities on the bearer network [ l B ] .  In 
particular, IMS/SIP lacks traffic management capabilities and espcciallv adaptive 
connectivity management ancl optimisation meclianisms t,hat can be regarded as 
key components for delivering ubiquitous quality-sensitive multimedia services. 

In this pc!rspc?ctivc, the LS/ASAM Suit,(! comp1crnc:nts an IMS-bascd frttnic- 
work by ensuring tho quality of delivered services at the bearer network level 
through its aclapt,ivity mechanisms, leaving IMS/SIP to cope with call cont,rol and 
service deployment issues. As depict,ecl in Figure 5 the LS/CA component directly 
interacts with the SIP client installed on the end user device. In this way, the SIP 
client is able to obta.in information on the qua1it.y of the connection which is helpful 
to determine, for instance, the appropriate codec to use, and t,o request, the LS/CA 
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component to ensure a certain quality level (in particular, when explicit QoS class
enforcement is enabled). On the network side, an LS/SAM agent integrates with
each access node and, by means of load balancing and congestion recovery, enables
to provide a high level of service quality.

A simple use case is when one considers the collaboration between a SIP
client and the LS/CA component to guarantee a level of quality required by a user
to perform a video call (or, similarly, to watch Mobile TV). Upon launch of the
SIP-based video calling application, the SIP client assesses the connection quality
by means of the LS/CA component. The SIP client is aware of the quality require-
ments imposed by the video call service that are also variable according to the
size and quality of the video picture. The LS/CA component can, in collaboration
with the respective LS/SAMs, discover the quality offering at alternative access
nodes and, based on that decide whether a handover to another access node needs
to be triggered. Both end devices that participate in the video call must also agree
on the codecs to be used for encoding and decoding the voice and video data.
The LS/CA component delivers the necessary information to the SIP client to
make its choice. Once the video call is established and running, it is the LS/CA
agent’s responsibility, in cooperation with the active LS/SAM agent, to preserve
the quality of the connection and take appropriate measures if tolerance thresh-
olds are violated. Depending on the mobility profile of the user, but also on the
evolution of the network conditions, handoffs are unavoidable and thus need to be
well planned and efficiently executed to minimise quality breaches.

The LS/CA does not affect the SIP call itself nor infringe any of the IMS/SIP
standards. SIP is concerned with controlling the call execution while LS/ASAM
takes care of connectivity. LS/ASAM is therefore complementary to IMS/SIP and
benefits result even if only a small proportion of the entire network infrastructure
(namely the access part) and end user devices are LS/ASAM empowered.

5. Experimental Analysis

In order to give a measure of the concrete benefits brought to a telecom opera-
tor by the adoption and deployment of a solution based on LS/ASAM, several
experimental tests have been performed. This section first introduces the ASAM
simulator, an instrument built for validating the basic concepts and evaluating
various autonomic service access strategies on a set of simulated network settings
representing real scenarios. One particular scenario is then selected to illustrate
performance when different service access algorithms have been deployed in the
user devices and in the access network. A set of preliminary experimental results
are provided, obtained from the comparison of the discussed access strategies.

5.1. The ASAM Simulator

The ASAM simulator is an instrument built in Java for validating the ASAM
concepts, in particular, how different autonomic access strategies deployed into
LS/CA and LS/SAM modules should perform in real network access scenarios.
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FIGURE 5. Deployment model of the LSIASAM Suit,e when in- 
tegrating with an IMS/SIP-l>asetl architecture. 

In the real world people use their portable devices to request services in ac- 
corda.nce with changes in location, activity and other requirements. Using radio 
con~munication they are able to connect to a network operator offering a het,ero- 
geneous infrastructure of different access node types (e.g., WLAN access nodes, 
GPR.S/UMTS antennas, etc.) In the ASAM simulator, both user devices and ac- 
cess network components are modelled using sobare agents. Agents that simulate 
n usor device can make use of the LS/CA where specific service access strategies are 
preloaded. In the same wav, an agent rcprcscnt,ing an access network component 
can make use of the LS/SAM capabilities. The interaction between a device and 
an access node is then mapped through an exchange of FIPA-comphnt messages. 
Input Parameters. Within the ASAM Simulator time is discrete and the sirnula- 
tions are based on the quasi-static condition. For this reason, input parameters 
related with the time are: 

Start time of the experiment. 
Duration of the experiment. 
Duration of a time step (c.g., 1 minute). 

Furthermore, other parameters are required to describe the scenario: 

Locations represented in the experiment (e.g., train station. street, offices, 
etc.). 
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• Types of available network interfaces (e.g., UMTS, EDGE, etc.).
• Set of network services that are simulated in this experiment (e.g., phone

call, VOD, email, etc.).
• Set of access nodes.
• Set of end user devices.

For each access node (e.g., WLAN access point, UMTS cell, etc.) the following
input parameters are required:

• Type of network technology represented by this access node (e.g., UMTS
cell).
• Nominal bandwidth of an access node measured in Bit/s.
• Maximum number of concurrent connections.
• Maximum bandwidth deployable on a single connection.
• Version of the LS/SAM the access node makes use of (e.g., none, LS/SAM-

BN 2).

Finally, for each user device to be simulated, the following input parameters are
necessary:

• Location of the device at the beginning of the simulation (e.g., street).
• Set of network adapters installed in device (e.g., only GPRS).
• Amount of bandwidth that can be used at maximum given the network tech-

nology (e.g., 11 Mbit/s for WLAN).
• Set of service descriptors denoting the services that are available to the user

who operates the device (e.g., a normal mobile phone can perform only calls).
• Version of the LS/CA the user device makes use of (e.g., none, LS/CA-

APF 2).
• A set of input parameters used to define a mathematical model which de-

scribes the behaviour of the end-user while using the device. This is defined
in terms of movements among locations, usage rate and duration of services
while being located in a given place. In particular, the following matrices
must be provided:

– The average time before a user changes her location, moving from one
environment to another one.

– The average time before a user issues a service demand while being
located in a given space.

– The duration of a started service while being located in a given space.
The implemented mathematical model is based on the Markovian property
that the probability of the occurrence of an event does not depend on the
history of previous events. Based on this property, events like the starting of
a service or the movement between locations are simulated with an occur-
rence rate equal to the inverse of the λ parameter of a negative exponential
distribution. Furthermore, the duration of a started service is simulated using

2The suffix (APF in this case) determines the type of autonomic access strategies the component
implements.
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Table 1. Access nodes properties.

Type Nominal Bandwidth Max Bandwidth/Device Max. Connections
WLAN 2000 Kbit/s 2000 Kbit/s 120
UMTS 1500 Kbit/s 300 Kbit/s 6
GPRS 400 Kbit/s 50 Kbit/s 10

the Erlang-k distribution. The expected average and standard deviation of
the service duration are used to define the distribution.

In the ASAM simulator, each device has a user event generator that
implements this mathematical model. The generated user events represent
movements or service initiations with a stochastic duration. When an event
occurs, the action is simulated (e.g., start a VOIP call in a road for 2 minutes).
Each time an event is consumed, a new one is immediately generated. The
generator also terminates elapsed services.

Output Variables. The ASAM simulator provides a set of output parameters that
measure the performance of the LS/CA and LS/SAM strategies. The following list
of output parameters includes only the subset of those used in Section 5.3:
• Mur: The average used bandwidth of an access node in relation to its nominal

bandwidth. HighMur values encounter a high average utilisation of the access
nodes which means that the infrastructure is more efficiently utilised.
• Msr: The satisfaction rate of a demand is an indicator for the service quality

that a user receives. Currently, this variable considers only the amount of
bandwith consumed versus the amount requested.
• Mfc: The accumulated time span during which an end user device receives

the bandwidth it requests and thus can deliver full service quality to the user.
Values are normalised in the range [0...1].
• Md.vho: The average occurrence rate of vertical handoffs in a time step when

triggered by a user device.
• Mn.vho: The average occurrence rate of vertical handoffs in a time step when

triggered by an access node.

5.2. Simulation Setup

This section presents preliminary laboratory experiments conducted to validate the
ASAM concepts through the use of the ASAM simulator. The presented simulation
evaluates what might happen in a normal working day during which a large number
of people arrive at a train station before dispersing to their places of work where
they spend most of their day.

Figure 6 illustrates the simulated access network topology where different ac-
cess nodes (UMTS/GPRS cells and WLAN access points) cover different locations
(a train station, three roads and two offices). The access nodes exhibit the charac-
teristics presented in Table 1. The reported values are similar to the characteristics
offered by typical network components deployed in most access networks.
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FIGURE G. Access net,work t,opologv used in the present.et1 simulation. 

TABLE 2. Average movement rate exhibited by the users. 

In this simulation, 40 users, starting from t,he train station, move around this 
scenario with tlicir devices cons~~ming nctwork scnkc!s. Thcir devices are able to 
handle commnnication with all the a v d h l e  rictnrork technologics (WLAN, UMTS 
anti GPRS). 

Talde 2 describes the average movement rates exhibited by t9he users. It. is 
important to notice that, t,hese rat.es are unidirectional, that. is, the frequency of 
moving from one locat,ion to another is not necessarily the sa.me of the reverse 
direction between the same locations. 

Thc? inforrnat,ion about Iiow scrvicos arc nsed is dcscribcd in Tablc 3. In 
particular, tllc tablo presents the average occurrcnce rate and the duration of a 
service! given the user's location. Moreover, t,he service duration is described in 
terms of the average time and its st.andard deviation. Addit,ionally, the bandwidth 
consumed I>y each type of service is defined in the table column headers. Values in 
Table 2 and Table 3 do not represent. a specific case but we I~elieve these cluantit,ies 
are sufficient t,o a.na.lyse how the selected access stmtegies behave. 
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Table 3. Occurrence rate and duration of services started in
specific locations.

eMail
80Kbit/s

VOIP
128Kbit/s

Internet
240Kbit/s

VOD
1Mbit/s

Train Station 40 mins 2 hours 3 mins -
5 mins ± 1 2 mins ± 1 5 mins ± 1

Road 1 1 hour 2 hours
5 mins ± 1 2 mins ± 1

Road 2 1 hour 2 hours
5 mins ± 1 2 mins ± 1

Road 3 1 hour 2 hours
5 mins ± 1 2 mins ± 1

Office 1 20 mins 1 hour 1 hour 4 hours
5 mins ± 1 10 mins ± 1 15 mins ± 2 30 mins ± 5

Office 2 20 mins 1 hour 1 hour 4 hours
5 mins ± 1 10 mins ± 1 15 mins ± 2 30 mins ± 5

The described scenario was simulated for 24 hours with a time step of 1
minute. Given the non-deterministic property of the experiments, 10 simulation
runs of the same scenario have been performed.

Network access strategies. In this experiment we consider two network access
strategies: one implemented by the LS/CA and one implemented by the LS/SAM.

The access strategy implemented in the LS/CA equipped user devices, named
Adapter Priority Function (APF), assigns a dynamic priority function at each
adapter of the user device. This function takes as input measured and expected
parameters values that are: battery power, time since last handover, used band-
width, end-to-end delay, adapter statistics, adapter cost and creates a weighted
linear combination of a set of sub-functions built on the listed parameters. If the
adapter with the highest function value is different from the currently used, a han-
dover is triggered. We name an LS/CA that implements the APF access strategy
as LS/CA-APF.

The access strategy implemented in the LS/SAM equipped access nodes,
named Balance (BN), tries to keep the quality of the required services high balanc-
ing the load among the access nodes available in the user device’s neighbourhood.
Whenever an established connection obtains less bandwidth than the requested
one, the access node using a Contract-Net protocol asks to other nodes how much
bandwidth they could offer to that connection. The candidate access node should
be able to satisfy the requested bandwidth and minimise the gap between the
bandwidth demand and the bandwidth offered. If there are no access nodes that
offer more than the requested bandwidth, the connection is assigned to that access
node with the highest bandwidth offered. If no proposals are better than what the
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Table 4. Comparison of the results obtained simulating four dif-
ferent network access configurations.

Without
LS/ASAM

Only LS/CA-
APF

Only
LS/SAM-BN

With
LS/ASAM

Mur 0.2821±0.0062 0.2897±0.0265 0.4048±0.0066 0.4199± 0.005
Msr 0.5433±0.0070 0.5839±0.0637 0.7382±0.0137 0.7621±0.0138
Mfc 0.1153±0.0088 0.1540±0.0752 0.2216±0.0156 0.2583±0.0260
Mn.vho 0 0 0.1685±0.0212 0.1478±0.0064
Md.vho 0.0169±0.0008 0.0066±0.0006 0.0095±0.0010 0.0015±0.0001

current access node offers, no handover is performed. We name an LS/SAM that
implements the BN access strategy as LS/SAM-BN.

If both the LS/CA and the LS/SAM are deployed in the network, that is,
the whole LS/ASAM system is in use, a mechanism to avoid conflicts between
provider and user strategies is adopted.

In order to understand the benefits provided by LS/ASAM, the scenario
where LS/ASAM is not present was also simulated. In this case, access nodes do
not exhibit any access logic and the devices select the preferred access node based
on the highest nominal bandwidth a network technology provides (e.g., WLAN,
UMTS, GPRS).

5.3. Results

Table 4 presents the results obtained simulating four different network access con-
figurations: the case without the LS/ASAM system, the case with only LS/CA-
APF components, the case with only the LS/SAM-BNs, and the last case where
the whole LS/ASAM system is deployed.

The results show that if only LS/CA components are deployed in the network
(third column), they are able to improve all the evaluated metrics when compared
with the case where no LS/ASAM components are in place. For example, LS/CAs
generate 33% more time where users receive the requested bandwidth even with a
lower number of vertical handovers.

Results are even better if we compare the case without LS/ASAM to the case
where only LS/SAMs are deployed. In this case, for example, the user satisfactory
metric, Mfc, improves by 100% and the usage rate metric, Mur, improves by 42%.
From this we can conclude that an operator may be able to mitigate the need for
extensions to network infrastructure in lieu of deploying some software intelligence
into existing infrastructure.

Moreover, we can observe from these results that adding intelligence in the
access network brings about greater benefits than adding intelligence to user de-
vices. This is because the network has a broader and real knowledge of the current
infrastructure status than a user device that also bases its decisions on estimated
values.
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Figure 7. The benefits provided by LS/ASAM (or some of its
components) against an increasing number of network users.

Furthermore, we can notice that the combined use of LS/CA and LS/SAM
components (the whole LS/ASAM system) generates yet greater benefits than
those ones generated by one of the two components in isolated use. We believe
that further improvements of the evaluated metrics will be obtained with as yet
to be reported work regarding the simulation of collaborative strategies between
LS/CA and LS/SAM as presented in Section 3.3.

Finally, Figure 7 shows the benefits provided by LS/ASAM (or some of its
components) with the increasing of the network users when analysing the Mur

metric, that is, usage of the network. Considering for example the histogram in the
bottom-right of the figure, where a system with LS/ASAM deployed is compared
to one without, it is notable that as the volume of users increases, so does the gain
achieved with LS/ASAM.

To measure the real significance of the obtained results the Wilcoxon Paired
Rank Sum Test was applied. This test stated with a confidence level higher than
95% that the improvements generated by the LS/ASAM system are statistically
significant.

6. Discussion and Conclusions

The LS/ASAM Suite is a distributed and resilient system that exhibits high adap-
tivity to its network environment. This has been achieved by properly combining
multi-agent systems concepts and technology with powerful resource allocation
algorithms and reasoning strategies.
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The central idea is that loosely-coupled distributed management functions
and control methods can be well-modelled and implemented by making use of
automated, goal-driven and proactive software entities. These lightweight com-
ponents are able to operate on resource-scarce devices and support asynchronous
communication with intermittent network connections. Moreover, according to the
results of proactive monitoring information received from the environment within
which they are embedded, the LS/ASAM components directly assist with auto-
nomic management of network resources. They are able to configure themselves
and dynamically optimise their operations according to the way their environment
changes and in-line with operator and client user policies. They thus assist with
the speed-up and automation of simple, tedious and repetitive service management
tasks currently performed most commonly by human operators. The ultimate re-
sult of this is potentially substantial cost savings to the operator. In particular, by
hiding low-level networking aspects that, especially in converged network scenar-
ios, can continuously change due to end users mobility, the LS/ASAM middleware
provides transparent service access in heterogeneous networks and becomes an
essential complement to (bearer unaware) service delivery platforms.

However, to achieve the potential of autonomic management systems in to-
days’ networks is not a straightforward task. Migrating intelligence and complex
management functions toward the edge of the network reduces the degree of man-
ual intervention needed, but increases somehow the complexity of the management
system itself. The network has indeed to be adaptable, but at the same time sta-
ble and controllable. Therefore, populating the networking environment with auto-
nomic software components requires some additional configuration and monitoring
capabilities. In this sense, middleware technologies for highly dynamic and hetero-
geneous networks must become able to monitor and control the middleware itself
by integrating with traditional, relatively static infrastructures often populated
by legacy solutions and adapting to different operating systems and connection
technologies. This is a challenging task that still requires additional investigation.

The system described in this paper has been implemented as a fully-functional
prototype with an accompanying scenario simulator for experimental evaluation.
The results presented in this paper are rather preliminary in that we cannot yet
report on the fully mediated solution, but they are nevertheless extremely en-
couraging. In particular, the demonstrable performance improvement with the
complete LS/ASAM suite in operation, as shown in Figure 7, is a quite significant
result.

Our ongoing and future work includes more refined and extensive character-
isation of LS/ASAM performance, especially on the network side, when adopt-
ing different user and operators’ policies, network allocation strategies and algo-
rithms. While the LS/CA has been already successfully deployed in a variety of
real-world scenarios, the adoption of the LS/SAM requires some additional work
given the wide assortment of existing and upcoming service and network man-
agement architectures. In particular, by simulating and analysing the LS/ASAM
Suite performance in a variety of networking scenarios and consequently refining
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the behaviour of the various system components, we expect to better characterise
and consequently improve performance and scalability. In addition, by means of
selected testbed demonstrations and experiments we are assessing the feasibility
and complexity of integrating LS/ASAM entities in specific service delivery frame-
works including IMS.
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Cross-layer Optimisations for Autonomic Net-
works

Mohammad Abdur Razzaque, Simon Dobson and Paddy Nixon

Abstract. Autonomic communication aims to build more reflective systems
with properties like self-healing, self-organisation, self-optimisation and so
forth – the so-called “self-*” properties. To attain this within the existing
strictly-layered approaches to network software may be possible to certain ex-
tent, but will not leverage all the possible optimisations, and we suggest that
cross-layer architectures are better-suited to achieving the self-* properties.
This paper explores the possibilities of cross-layering approaches in autonomic
networks, reviews and compares the different cross-layer approaches to net-
work architecture, observing that most current approaches depend purely on
local information and provide only poor and inaccurate information gathering
at the network level.

1. Introduction

The current convergence of networked infrastructures and services has changed
the traditional view of the network from the simple wired interconnection of a
few manually-administered homogeneous nodes to a complex infrastructure en-
compassing a multitude of different technologies (wired/wireless, mobile/fixed,
static/ad hoc), heterogeneous nodes (in terms of size, capabilities, power and re-
sources constraints as well as platform) and diverse services (end-to-end, real-time,
QoS). This situation poses a challenge for the research community to engineer
systems and architectures that will increase the QoS and robustness of the cur-
rent and future Internet whilst alleviating the management cost and operational
complexity. On the other hand the external simplification of TCP/IP has not un-
fortunately been matched by a corresponding simplification in the construction,
management and extension of the network from a provider’s perspective. Adding
a new network segment, a new protocol, a new kind of element or support for a

This work is partially supported by Science Foundation Ireland under grant number
04/RPI/1544, “Secure and Predictable Pervasive Computing.”
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new user- or system-level application have become fraught exercises in managing
the complexity of interactions between elements. This in turn both reduces innova-
tion in networks and network-centric services and can directly affect the economic
viability of products and services that rely directly on IT and communications
agility.

Existing network paradigms deal poorly with multilevel tension between com-
plexity and simplicity, diversity and ubiquity. Traditional networks have been con-
structed and coordinated centrally according to a single plan and can consequently
be architected using a homogeneous population of components with common tech-
nical standards and management goals. By contrast, next-generation networks
are expected to grow more chaotically with no centrally-mandated goals or lev-
els of service, no universally agreed upon protocols or other technical standards,
and no a priori knowledge of the topology or component population. Specifi-
cally, the next-generation network must be radically distributed and decentralised,
self-describing, self-organising, self-managing, self-configuring and self-optimising,
providing a seamless communications infrastructure composed of multiple tech-
nologies and able to leverage local information and decisions without sacrificing
global performance, robustness and trustworthiness.

The development of self-managing, self-configuring and self-regulating net-
work and communications infrastructures – collectively referred to as autonomic
communications – is an area of considerable research and industrial interest. By
analogy to the human autonomic nervous system, which regulates homeostatic
functions without conscious intelligent control, autonomic communications seeks
to simplify the management of complex communications structures and to re-
duce the need for manual intervention and management. It draws on a number
of existing disciplines including protocol design, network management, artificial
intelligence, pervasive computing, control theory, game theory, semantics, biology,
context-aware systems, sensor networks, trust and security. The distinguishing fea-
ture is the fusion of techniques from these fields in pursuit of a goal of simplified
systems deployment and management.

The tremendous proliferation of today’s Internet is mainly due to architecture
based on the TCP/IP layering. Even with its (strict layering) success, however,
this trend may be criticised as providing too narrow an interpretation of the in-
formation that can usefully be made use of at a particular layer of abstraction in
a complex software system. By reducing the information available to a minimum
in the interests of simplicity, it is possible that some opportunities for optimisa-
tion are lost. In particular, given the rise of autonomic communications, we would
contend that contextual information of vital use in adapting the behaviour of a
network to its use and environment is being neglected, and that this acts as a
brake on the creation of self-managing, self-adaptive autonomic communication
systems. All of these above issues have posted a fundamental question: is layering
still an adequate foundation for future Internet and network architecture?

Would a completely non-hierarchical, non-layered, “flat” approach be a better
solution for the next-generation Internet? Such completely non-layered designs can
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lead to various negative consequences. In this situation an alternative solution to
non-layered approach is the modification of strict layering – cross-layering – which
increases the amount of information available to a network sub-system about the
content it is carrying and the context in which it is operating. It is clear from the
recent initiatives in autonomic computing and autonomic communications [6, 10]
that there is a need to make future networks self-behaving, in the sense that they
work in an optimal way with “endogenous” management and control, and with
minimum human perception and intervention.

A number of proposals for cross-layer designs and their corresponding ar-
chitectures have been published in the literature. Alongside the categorisations
mentioned in [16], all of the existing cross-layer design architectures can be clas-
sified according to how they are getting the information for the optimisations:
(i) architectures based on local information only (from the node and its different
layers); and (ii) architectures based on both local and non-local information (from
the node, its different layers and from neighbours). Most existing architectures
(including GRACE [18], WIDENS [11], MobileMan [3]) are based on a local view
of the state of, and constraints on, the network: only CrossTalk [20] is based on
a global view (even partially). On the other hand, POEM [8] is one of the very
few architectures considering self-optimisation that could be helpful for autonomic
communication. For system wide optimisation we need network-wide non-local in-
formation alongside the local view. Considering this, [15] proposes an architecture
with local and as well network-wide information exchange to show that cross-layer
optimisation can provide autonomic features for communications networks.

This article explores the possibilities of cross-layering approaches in auto-
nomic networks, reviews the cross–layer approach to network architecture and
compares the different cross-layering architectures, observing that most current
approaches depend purely on local information and provide only poor and inaccu-
rate information gathering at the network level.

The rest of this article is structured as follows. Section 2 describes autonomic
and traditional networking and their limitations, including a brief discussion of
the business forces driving its evolution. Section 3 presents the alternative archi-
tectures in networking and discusses the possible use of cross-layer architecture in
autonomic communications. Section 4 concludes with some future directions for
the application of cross-layer design to autonomic networks.

2. Autonomic versus traditional networking

Developers of large-scale applications have experienced increased complexity in
their software systems due to the relentless integration of new services. This affects
not only software developers but also the service providers who have to manage
these software systems.



130 M.A. Razzaque, S. Dobson and P. Nixon

Traditional businesses have generally treated IT systems and networks as
cost centres, used in the back-office delivery of front-office services back-office de-
livery of front-office products and services. However, the increasing penetration of
Internet-delivered services has opened companies’ networks to their customers and
suppliers, allowing tighter integration and reduced complexity of interactions. Fur-
thermore many companies are now offering services on-line that streamline their
more traditional offerings – or indeed that have no off-line analogue. This raises
the possibility of networks becoming a profit centre for businesses able to drive
value from them.

What are the business requirements generated by such a transition? Firstly,
the business opportunities that can be addressed directly by networking tend to be
short-lived, implying that it must be possible to develop and deploy new features
very quickly. This in turn implies that adding new features to existing systems
must be straightforward, and must not compromise other services being provided
simultaneously.

Secondly, opportunities are often targeted at only specific customer segments.
Driving maximum value from such a service implies that the customers of interest
can be reached by networked applications, and that all possible customers are
in fact targeted. This places a “forward” requirement on services to operate as
broadly as possible; however, it also introduces a “backward” requirement in that
customers may profile themselves through their uses of other services, and a flexible
network infrastructure may provide an accurate means to customer segmentation.

Broad operation means that networks must operate to deliver services re-
gardless of the changes that occur around them. This leads to the third business
driver, the need for uniform quality of service across delivery channels. An inad-
equate delivery channel is often worse than no channel at all: it can cause severe
brand damage that can contaminate other offerings. Combined with rapid change,
it is unlikely that a human operator will be able to monitor and optimise all possi-
ble access channels, so the responsibility must perforce be accepted by the network
itself: using technology to manage the functioning of technology.

Such self-management is extremely complex, at two levels. At the technolog-
ical level it involves monitoring a network, identifying problems and formulating
strategies to address them in a timely and correct manner. However, above and
beyond this the strategies selected must be correct from a business perspective as
well as from a purely technical one: it does not good to (for example) reduce a
network’s congestion by reducing the quality of a video stream when that video
stream is the most valuable content being delivered by the network. Such priori-
tisation between approaches implies that networks must take account of factors
arising from several different conceptual layers within a system.

It is important to remember that development and deployment (capex) form
only a minor part of the overall cost of ownership in which operational costs and
maintenance (opex) dominate. Deploying a system rapidly may provide access to a
market opportunity, but that opportunity, and the revenues deriving from it, may
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Figure 1. Autonomic control loop (from [6])

then be squandered if system maintenance, provisioning and dimensioning are not
considered from the outset.

Existing network paradigms deal poorly with this multilevel tension between
complexity and simplicity, diversity and ubiquity. Moreover next-generation net-
works are expected to grow more chaotically with no centrally-mandated goals or
levels of service, no universally agreed upon protocols or other technical standards,
and no a priori knowledge of the topology or component population.

To tackle these issues next-generation network has to be fundamentally dis-
tributed and decentralised, self-organising, self-managing, self-configuring and self-
optimising, providing a seamless communications infrastructure composed of mul-
tiple technologies and able to leverage local information and decisions without
sacrificing global performance, robustness and trustworthiness.

In 2001, IBM launched the autonomic computing initiative [10] as a counter to
the increasing complexity of software systems, aiming specifically at reducing the
total cost of ownership of complex systems. The approach has since been broadened
to include autonomic communications, characterised as service-driven, situated,
autonomously controlled, self-organised, distributed, technology independent and
scalable communications and applications platforms [6].

An autonomic system is a system that operates and serves its purpose by
managing its own self without external intervention even in case of environmental
changes. Autonomic systems form a feedback loop (Figure 1): the system collects
information from a variety of sources including traditional network sensors and
reporting streams but also including higher-level device and user context. These
are analysed to construct a model of the evolving situation faced by the network
and its services, with this model used as a basis for adaptation decisions. These
decisions are actuated through the network and will potentially be reported to
users or administrators. The impact of the decisions can then be collected to
inform the next control cycle.
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The vision of autonomic communication systems research is that of a net-
worked world in which networks and associated devices and services will be able
to work in a totally unsupervised manner, able to self-configure, self-monitor, self-
adapt and self-heal – the so called “self-*” properties. On the one hand, this will
deliver networks capable of adapting their behaviours dynamically to meet the
changing specific needs of individual users; on the other, it will dramatically de-
crease the complexity and associated costs currently involved in the effective and
reliable deployment of networks and communication services.

2.1. Layered architectures

The layered architecture for networking, on which the current Internet architec-
ture is loosely based, is a successful example of architectural approach. The OSI
reference and TCP/IP models are the classic examples of strict layer architecture
[17].
The OSI Reference Model. The Open System Interconnection (OSI) Model was
the first step towards an architecture for interconnecting various systems. It was
aimed to break down a complicated system into manageable modular components
and systematically specifying the interactions among these components. The main
contribution of OSI model is the concept of layering that separates services, in-
terfaces and protocols. Service is the function/semantic of a layer offered to an
upper layer; interface tells how a layer can be accessed; and protocol is the in-
ternal implementation of a service. Layering offers the abstraction needed to ease
complexity while understanding the complete system. Modularity in the form of
stacked protocol layers can greatly accelerate the design, implementation, opera-
tion and management of a system through parallel efforts on individual modules.
Interoperability is ensured by the standardised interfaces between the layers. In-
dividual modules can be upgraded separately without forcing a system redesign,
and the new modules are sure to interoperate with the others.

Although a major conceptual success the OSI model failed as an implemen-
tation strategy for a number of reasons [17]: the complexity of the model itself, the
difficulty in implementation, inefficiency in operation, duplicated functions across
the layers and some seldom used layers buried the model. Too strict layering ham-
pered the performance, and consequently the development, of advanced network
stacks.
The TCP/IP Model. The extraordinary proliferation of today’s Internet is mainly
due to its architecture based around the TCP/IP Reference Model. TCP/IP was
from the very beginning protocol-centric. The TCP/IP model, as a re-description
of the protocols, is more concise, containing only four layers. There is actually no
strict layering like OSI, and applications are free to bypass the transport layer and
go directly to the underlying IP protocol or even the network interface, with the
prerequisite that interactions must be conducted through the controlled interface
provided by the protocol headers. The flexibility is further enhanced in that any
protocol can be inserted into the architecture, as long as the protocol specification
and running code are provided and pass the standardisation procedure.
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However, the model is far from perfect. Noticeable, there were originally
no clear distinctions between services, interfaces, and protocols, as everything is
expressed in terms of protocols. The object-oriented good points possessed by the
OSI model like the separation of specification and implementation, are missing.
To make things worse, the network interface layer is actually an interface rather
than a layer in normal sense, and the boundary between the data link layer and
the physical layer vanishes. Although design and implementation of TCP and IP
were well done, the other supporting protocols are more or less ad hoc [17].

These strictly layered approaches are quite successful in providing best-effort
service through the Internet, which is mostly dominated by wired network. How-
ever, TCP in particular is a single-resource-based protocol (bandwidth) which is
optimised for a wired network, not for wireless. Present and next-generation com-
munications are, however, hugely dominated by wireless and mobile computing,
and require more flexible approaches to be taken. Specifically, next-generation
networks must deal with both business trade-offs and technical limitations, re-
strictions on capacity and the need to structure that capacity at a higher level.
To make the networking more “meaningful” in this sense we need to identify the
limitations of the existing strict layering approach.

2.1.1. The Limitations of Strict Layering. One obvious shortcoming of the two
classical network reference models is the lack of information sharing between the
protocol layers. Layers force narrow interfaces which can lead to “semantic squeez-
ing” [5] where two phenomena that are distinct at one layer become indistinguish-
able to lower layers and so cannot benefit from different transport strategies. This
hampers optimal performance of the networks, since shared layer information is
the prerequisite for many forms of performance optimisation.

OSI and TCP/IP support a bottom-up approach driven by physical and net-
work constraints, which makes it hard to capture and respond to top-down user
demands or requirements. Introducing a single co-located layer for various adap-
tation tasks would be too complex and heavyweight, as well as being inadequate:
QoS adaptation requires the participation of all layers [9]. A co-operative solution
involving coordinating the individual adaptations of multiple layers would lead to
a more flexible approach, although introducing the potential for feature interaction
and instability.

The assumptions in the wired IP stack are inadequate for wireless network-
ing, and TCP is known to suffer from performance degradation in mobile wireless
environments. This is because such environments are prone to packet losses due to
high bit error rates and mobility-induced disconnections. TCP interprets packet
losses as an indication of congestion and (inappropriately) invokes congestion con-
trol mechanisms, which leads to degraded performance.

Wireless networks offer several possibilities for opportunistic communication
that cannot be exploited sufficiently in a strictly layered design. Furthermore,
the wireless medium offers some new modalities of communication the layered
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architectures do not accommodate, for example making the physical layer capable
of receiving multiple packets at the same time [9].

Context awareness is a key issue in autonomic computing and networks. Con-
text may be defined as “any information that can be used to characterise the
situation of entities” [4] (whether a person, place or object) that are considered
relevant to the interaction between a user and an application, including the user
and the application themselves. The autonomic control loop of Figure 1 shows the
usefulness of context in an autonomic system. This context can be use to improve
performance, adaptability, user satisfactions and so forth. Context-awareness and
adaptation can help significantly in network management.

The strictly layered approaches allow interaction only between adjacent layers
and this restricts the possibility of context-awareness within different layers and
user. Any approach which supports interactions between non-adjacent layers might
be helpful in overcoming these obstacles.

We must however keep in mind that the concept of a non-layered protocol
architecture has immediate implications. Layering provides modularity, a structure
and ordering for the processing of meta-data, and encapsulation. Modularity, with
its opportunity for information hiding and independence, is an indispensable tool
for system design. Any alternative proposal must provide modularity, but also
adequately address the other aspects of layering.

2.2. Providing self-* behaviours in layered systems

Autonomic networking’s self-* properties require some node-wide local knowledge
and non-local (possibly network-wide) knowledge about the behaviour of network
elements [14]. Local information includes some sorts of user preferences and re-
quirements, protocol layer information and node capacity; non-local information
includes neighbouring nodes’ local states, processing capacity, processor utilisation,
traffic patterns and remaining power. Generally a network-wide view is a summa-
tion of summarised information regarding all the nodes in the network. To generate
a network-wide view, the node-local views are generated first. Generation of local
view requires different layers in protocol stack have to interact with each other,
which may include non-adjacent layer interactions – which may not be supported
in a strictly layered architecture. For example, self-optimisation in an autonomic
network is stack-wide instead of layer-wide. If we consider self-organisation, this
also requires non-adjacent layer interactions as well as the network-wide informa-
tion. So to attain such a self-* system within existing strictly-layered approaches
may be possible, but will not (we claim) easily leverage all the possible optimi-
sations. Systems that support non-adjacent layer interactions may well offer a
better prospect, if they can be structured to avoid chaotic interactions that will
be impossible to maintain in the long term.
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3. Alternative protocol architectures

To overcome the limitations of strict layering, researchers are considering alterna-
tive architectures like de-layered architectures, protocol virtualisation and – per-
haps the most promising – cross-layer architectures.

3.1. De-layered architectures

One may think completely non-hierarchical non-layered and flat architectures
could be a better solution for next generation Internet and meaningful networks.
This is very much a “revolutionary” approach, which is free of existing layered con-
cept and provides new and more philosophical definitions of functional entities and
their interactions. It is concentrated more on the performance (in the broad sense)
and does not compromise to maintain compatibility, which weakens its universal
dimension and makes its deployment significantly more risky and expensive.
Role-base architecture. Role-based architecture or RBA [7] is an example of this
approach which presents a new way to organise the protocols, in heaps not in stacks
as done by layering. However, in addition to the compatibility issues this de-layered
design can lead to various negative consequences. The layered architecture and
controlled interaction enable designers of protocols at a particular layer to work
without worrying about the rest of the stack. Once the layers are broken through
no-layer interactions, this luxury is no longer available to the designer. There may
be interdependency between some parts of non-layered approach and unbridled
non-layer interactions can create loops, and from control theory’s point of view,
become a hazard to the stability of the system. Finally, completely removing layers
will create an isolated “island” of connectivity which cannot communicate with
the existing huge legacy of layered networks and Internet.

3.2. Protocol virtualisation

Distributed systems have often struggled against problems of scalability in their
physical provisioning. A system that is scalable in theory must still be able to
deploy enough computational and communication resources to handle increasing
loads – and conversely scale its resource usage as demand decreases. The problem
has been that increasing resource availability involves deploying machines, which
can only be carried out on human (rather than machine) timescales and so cannot
adapt rapidly. Moreover an individual machine may not be the appropriate unit
of resourcing for many services, either too large or too small.

A recent approach to this issue is to “virtualise” the computing platform. A
collection of computer servers is deployed, with each server emulating a number of
smaller machines. Each virtual machine runs a complete computing environment
– typically Linux or some other Unix variant – which is then mapped onto some
portion of the host server’s physical resources.

The advantages of this approach are five-fold:

• Each virtual machine can be dedicated to a single service
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• A single host machine might support virtual hosts offering different operating
systems

• Resources can be allocated to services in smaller units, relating to virtual
rather than real (and perhaps excessively capable) machines

• New virtual machines may be allocated (and re-allocated) on-line up to limit
of the host machines, allowing more dynamic provisioning as seen by the
services themselves

• Each individual virtual machine is isolated from the others, meaning that
crashes or virus infestations are less likely to propagate

The canonical examples of machine virtualisation are commercial systems
such as VMWare and Xen, and open-source solutions such as user-mode Linux.

These techniques can be extended to protocols. A service uses standard
application-level protocols (for example TCP/IP sockets) which are then imple-
mented in non-standard ways. Rather than mapping a TCP connection to a stan-
dard stream of IP packets, the connection is instead carried on some other protocol
transparently of the service. The service protocol is “virtual” in the sense that a
single service-level protocol may be carried over several different underlying wire
protocols.

The advantages of this approach are, again, flexibility and dynamism. Es-
pecially for wireless networks, the traditional TCP architecture can be very ex-
pensive, since it interprets packet loss as congestion rather than – as is often the
case for wireless systems – as occlusion or interference. However, in a heteroge-
neous network there may be little choice but to use TCP as the service protocol
of choice: the service may not be able to deploy another, more wireless-friendly
protocol. Virtualising the protocol means that the server or network operating
system may dynamically select a carrier protocol for each connection rather than
globally for the network, or even that the same TCP stream can be carried on
other protocols at different points along its journey.

The costs and performance of such systems are likely to be opaque; since it
is difficult a priori to decide how a particular stream will be carried. Significantly
more work is required to determine the best way to perform protocol selection
and conditioning. We believe nonetheless that such virtualisation techniques are
potentially and extremely valuable contributions to autonomic communications,
and may work extremely well with cross-layer approaches that allow flexible but
structured access to context.

3.3. Cross-layer approaches

The traditional layered design of network protocols is insufficiently flexible to cope
with the dynamics of wireless-dominated next-generation communications. Recent
studies [16] show that careful exploitation of some protocol interactions that cross
the normal layer boundaries can lead to more efficient performance of different
wireless scenarios [13, 14, 15].
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3.3.1. What is Cross-Layer Networking? Cross-layer design breaks away from the
traditional network design, where each layer of the protocol stack operates indepen-
dently and information is exchanged only between adjacent layers via narrow inter-
faces. Information in cross-layer architecture is exchanged between non-adjacent
layers of the protocol stack, typically using a broader and more open data format,
and end-to-end performance is optimised by adapting to this information at each
protocol layer. Cross-layering is therefore not the simple replacement of a layered
architecture, nor is it the simple combination of layered functionality: instead,
cross-layering attempts to share information amongst different layers, which can
be used as input for algorithms, for decision processes and adaptations.

The motivations for cross-layer design [13] are very clear from the challenges
posed by strict layering. Three main reasons for cross-layering may be summarised
as the unique problems created by wireless links, the possibility of opportunistic
communication on wireless links and the new modalities of communication offered
by the wireless medium.

3.3.2. Existing Cross-Layer Architectures. Cross layer could be an attractive so-
lution to improve the performance of wireless networks, to support autonomics
in networking, etc. However, as cross layer research in the very early stage, re-
search is ongoing to search out a generic cross layer infrastructure or architecture.
And it is clear from [13] the importance of a good and sound architecture for
proliferation cross-layer in wireless as well other communications era especially in
autonomic communication networks. Within its short history of research, a num-
ber of proposals for cross layer designs and their corresponding architectures have
been published in the literature. Most of these cross layer design proposals are
based on one of the following basic categories [16]:

• Creation of new interfaces: In this type new interfaces between the layers are
created and the new interfaces are used for information sharing between the
layers at run-time.

• Merging adjacent layers: In this category two or more adjacent layers design
together such that the service provided by the new super-layer is the union
of the services provided by the constituent layers. This does not require any
new interfaces to be created in the stack.

• Design coupling without interfaces: This design category involves coupling
two or more layers at design time without creating any extra interfaces for
information sharing at run-time.

• Vertical calibration across layers: This design category utilises vertical cali-
bration across different layer’s parameters to obtain optimum performances.

Moreover all of the existing cross layer design architectures follows one of the
following categories to implement the cross layering interaction:

• Direct communication between layers: This type of interaction allows different
layers to expose their information or variables during run-time to optimise
overall performance. CLASS [19] is one of the examples of this type.
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• A shared knowledge plane across the layers: A common knowledge (database)
plane based on all the layers information which can be accessed by all the
layers when they need it. This type of interaction is very common in cross
layering architectures (MobileMan [3], WIDENS [11], etc.).

• Completely new abstractions: This type almost removes the layering and
considers heaps structure instead of stacks and role-based architecture, [2] is
of this type.

Even cross-layer architectures can be classified how they gather different cross
layer information [15]: there are architectures based on local information (from
the node and its different layers) and architectures based on global information
(from the node, its different layers and from neighbours). In the following we will
briefly mention some of the widely discussed cross-layer architectures which may
be related to autonomic networking (For more detail see [13]).
WIDENS. WIDENS (WIreless DEployable Network System) [11] has been pro-
posed with an aim to acquire the following three main objectives at the same time
(Figure 2):

Retaining inter-layer independence and peer-to-peer principles, WIDENS
provides interoperability between different standards at each layer. This preserves
the modularity of legacy strict layering.

A key feature is cross-layering to all protocol stacks through state (local)
information and parameter mapping between adjacent layers. This mapping is
beyond the legacy layering in the sense that if the local adaptation is insufficient
to respond efficiently to the local performance degradation, state information and
parameters mapping information to adjacent layers (from where it can then be
mapped to further layers cascading through the stack if required) could improve
the performance. Even the interactions between non-adjacent layers are controlled
via the adjacent layers, allowing cross-layer optimisation without affecting the
regular functionality of the layer. This feature rapidly reconfigures the network
functions to the system constraints (bandwidth, RF) and network and application
characteristics (traffic and mobility pattern) at the time of deployment.

This cross layering architectures seems a promising one where protocol opti-
misation is based on the local state information but it is still in the validation stage
and so lacks any real measurement of efficiency especially in terms of performance.

MobileMan. The primary aim of MobileMan [3] is to exploit a MANET protocol
stack’s full cross-layer design. The architecture (Figure 3) along with the strict
layering presents a core component, Network Status, which functions as a repos-
itory for information that network protocols collect throughout the stack. The
Network Status component uniformly manages the cross-layer interaction, and
respects the principle of dividing functionalities and responsibilities in layers. Mo-
bileMan achieves layer separation by standardising access to the Network Sta-
tus. This reference architecture exploits the advantages of a full cross-layer design
while still satisfying the layer-separation principle. This avoids duplicating efforts
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Figure 2. WIDENS architecture (from [11])

Figure 3. MobileMan Architecture (from [3])

to collect internal state information and leads to a more efficient system design.
The approach aims to optimise overall network performance with respect to local
state information by increasing local interaction among protocols, decreasing re-
mote communications and consequently saving network bandwidth. Performance
improvement verifications are yet to be published.
ECLAIR. ECLAIR [12] is an efficient cross-layer architecture for wireless protocol
stacks. It is a comprehensive architecture for cross layer feedback. For the opti-
misation purposes it utilises local information. As shown in Figure 4, along with
legacy protocol stack it consists of two main components: Optimising Sub-System
(OSS), the cross layer engine. It contains many Protocol Optimisers (POs), which
are the “intelligent” components of ECLAIR. The POs take input from various
layers and other device entities (for example battery) and decide the optimising
action to be taken.

Tuning Layers (TL) provide the necessary APIs to the POs for interacting
with various layers and manipulating the protocol data structures.

Since the cross layer system is separate from the core protocol implementa-
tion, it can be easily and dynamically switched on or off, as may individual POs.
There is no processing overhead on the existing stack since the optimising sub-
system executes in parallel to the protocol stack. ECLAIR provides a structured
approach to cross layer feedback and enables rapid deployment of new cross layer
feedback algorithms.
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Figure 4. ECLAIR architecture (from [12])

Figure 5. POEM Model (from [8])

Xian. Xian [1] is a generic interface for experimenting cross-layer designs with
legacy 802.11 protocols. Xian can be used as a service by other network layers or
system components to access information about configuration and performance of
MAC/PHY layers.
POEM. POEM (Performance-Oriented Model) [8] is perhaps the first initiative
towards developing a cross-layer based self-optimising protocol stack specifically
for autonomic communication. For the optimisation purposes it utilises local state
information. The basic design criterion is self-optimisation in a control plane is-
sue, where the normal functions of the protocol stack should not be compromised,
with added cross-layer benefits being layered on top. POEM is composed of two
conceptual planes (Figure 5): the user plane for normal data flows just like with-
out cross-layer optimisation, and the control plane for optimisation interaction
flows between two protocol layers, between a protocol layer and optimisation role
specific data, as well as between roles. The interactions occur through the de-
fined Common Optimisation Interface (COIN). The Common Optimisation Layer
(COOL) is responsible for offering self-optimisation services, as implemented by
its Common Optimisation Protocol (COP). The system is being investigated both
formally and through simulation.

The above-mentioned cross-layer architectures rely on local information and
views, without considering the global networking context or views which may be
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Figure 6. CrossTalk Architecture (from [20])

very useful for wireless networks in optimising load balancing, routing, manage-
ment and even some self-behaving properties like self-organisation. Collecting and
maintaining network-wide, global statistics can be expensive, while global actions
are hard to co-ordinate. However, the effects of such systems can often be dra-
matic, and they can address problems that are difficult to detect, diagnose or
solve using purely local information. There are very few cross-layer architectures
which support both local as well as the network-wide non local view and as far
to our knowledge there are two. One is CrossTalk [20] and another is proposed in
[15]. In the following along side a brief description of CrossTalk we will go into
little deep of the architecture proposed in [15].
CrossTalk. The novel feature of CrossTalk [20] (Figure 6) is its ability to reli-
ably establish a network-wide, global view of the network under multiple metrics.
Having such a global view, a node can use that information for local decision
processes, in conjunction with a local view containing node-specific information
contributed by each layer of the stack or system component. To keep overheads
low, no additional messages are sent: instead the local information taken from the
local view is piggybacked onto outgoing packets. Only the source of a packet is
adding its local information. Forwarding nodes do not include their information
on top. Every node inspects received packets for that information, extracts it and
adds it to its global view. This way, the global view collates numerous samples of
local information from various nodes within the network. As it is using piggyback
for global view, it is quite unlikely that any node will obtain fully accurate global
view, regardless of the frequency of data exchange. Even with an uncertain and
poor global view, however, CrossTalk has shown performance improvement in a
load balancing algorithm specifically reducing per-hop packet delay. It seems rea-
sonable to expect such performance to be improved by improved global modelling
of the network.

Another architecture based on a combination of node-wide (local) and network-
wide (global) views has been proposed in [15]. The key distinction between this
architecture and most other cross-layer architectures is that it can not only utilise
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Figure 7. AutoComm architecture (from [15])

a node-wide local view for optimisation, but it can also use a network-wide view
obtained through gossipping.

In conjunction with the existing layers, a knowledge plane is the key element
of the architecture. Direct communication between layers and a shared knowledge
plane across the layers are the two widely used cross-layer interactions policies
[6]. Because of the improved separation and management possibilities this prefers
to utilise the knowledge plane for the architecture. The following are the main
elements of the architecture (as shown in Figure 7).

Alongside the normal layering support it provides the different layers’ infor-
mation to the knowledge plane, allowing it to maintain a local view of the node.
This allows full compatibility with standards and maintains modularity, as it does
not modify each layer’s core functionality.

Each layer in the existing protocol stack will have a corresponding contextor,
which will act as their corresponding interface between the layer and the knowl-
edge plane. Each of these contextors will act as a “tuner” between a layer and the
knowledge plane. Possible functionality for manipulating protocol data structures
is built in to the contextors; no modification is required to the existing protocol
stack. This facilitates incorporation of new cross layer feedback algorithms with
minimum intrusion. A contextor will be responsible for reading and finally updat-
ing the protocol data structures when it is necessary.

A common Knowledge Plane (KPlane) database is maintained to encapsulate
all the layers’ independent information as well as the network-wide global view,
which can be accessed by all layers as needed. For modularity it maintains two en-
tities responsible for maintaining the local and global views. Interaction between
different layers and the KPlane through contextors can be reactive (responding
to changing context) or proactive (anticipating changes and provisioning accord-
ingly). Generally the interactions between different layers and the KPlane are
event-oriented, which suggests a reactive scheme; on the other hand, the KPlane
can maintain a model of the network and act autonomously to issue its own events.
This leads to improved performance if the model leads to a correct proactive adap-
tation, but can be detrimental if the projection is wrong. In our architecture we
are considering the database with reactive interaction policies as shown in Figure
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Figure 8. Two self-healing scenarios

7. The KPlane consists of the database and necessary optimising algorithms. The
database is separated into local view and global view for isolation and management
purposes, although it appears unified to clients.

Gossipping is one of the most promising data-dissemination mechanisms in
peer-to-peer or distributed systems. There are number of algorithms that can be
classified as reactive, proactive and periodic. In our case we propose a periodic
gossiping approach, possibly with out-of-band “immediate” signalling for impor-
tant changes. The gossipping service is built on top of existing TCP/UDP, and is
responsible for gathering information from other nodes to generate the network-
wide view at the host node. At each exchange the gossipping service chooses an-
other node in the system (either randomly or with some weighted preference) and
exchanges its local state with that node. In this architecture we will consider a
gossipping exchange as an application-level event which will trigger the KPlane to
take the necessary actions.

3.3.3. Sample use of cross-layer optimisation in Autonomic Networking. Possibil-
ity to cross-layer optimisation and architectures in autonomic networking may be
justified by the following examples. Interestingly none of the self behaviours in au-
tonomic computing and communications are extremely orthogonal, which means
there is some dependency between them – self-healing is partly supporting self-
organisation, and vice versa. Following examples based on [15] shows the possible
use of cross-layering in networking in attaining self-healing or self-organising.

Consider a wireless ad hoc network consisting of 7 nodes (Figure 8). In the
first scenario node s has a request for a service to node d1 and it is using the route
s-n1-n2-d1. Using network-wide view based cross-layer architecture, all the nodes
have some knowledge about their direct neighbours, so node s has knowledge about
n1; n1 has about n2 and n3 and so on. If after transmission begins d1 fails, existing
routing protocols would have n2 receiving the packet, determining d1 to be dead
and finally sending a “node unreachable” error message to s which wastes all the
resources committed to the exchange. Using a cross-layer approach, if d1 and d2
are giving almost same type of services a suitable global view would allow n2 to
determine that in case of d1’s failure d2 can meet the request of s. This requires
making information about the service-level capabilities of a node available to the
routing layer, which is facilitated by cross-layering and can easily be expressed as
an optimisation algorithm. This leads to a second scenario (Figure 8 (b)) where
nodes have re-organised because of the death of d1, and once n2 gets the request
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Figure 9. Without context-driven connections management

from s it reroutes to d2 instead of d1 and fulfils the request. With this action,
cross-layer approach can conserve energy and minimises latency by eliminating
the overhead required to invalidate the current route, establish a new route, and
retransmit the request. Moreover, it can preserve the original route when failed
node becomes available.

Context-awareness is a key concern in autonomic networks. And the possi-
bility of context-awareness in communication through cross-layering is presented
in [14]. “Context-driven traffic management by profile” is one of the implementa-
tions. Although “User” is not a layer in existing strict layering system, every layer
is working directly or indirectly to provide services to user. Other than the Applica-
tion Layer the rest of the layers do not understand or get the users’ requirements
directly and react accordingly to satisfy their demands. User requirements and
corresponding context should be taken into account to enhance the user perceived
QoS. The motivation for this is that the user decision could be contrary to the sys-
tem decision but it could lead to improved user satisfaction. Users’ preferences or
priorities can be defined through a profile, based on different situations. But with
the existing strict layering it is not possible to deliver this priority information to
relative layers; cross-layering could be helpful and it has been shown in [14].

Consider a user in a location at the edge of WLAN’s coverage with his laptop
and he is downloading two files one is important FTP file and the other one is a
less important music file. At the middle of downloading there is a warning about
the battery and unfortunately there is no power connection nearby to charge it.
In this critical situation if he continues downloading both files he might be end
up with nothing finished. One can solve the problem by closing the less important
connection. But with the help of cross-layer architecture like ours and integration
of context-awareness it could be done automatically.

Figure 9 shows the problem when there is no priority setup, as the single file
download is an atomic action so less than 100% finished means finished nothing.
It shows that after 180s all the packets are dropped due to no power and resulting
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Figure 10. Context-driven connections management

zero download even with 92% and 86% finished for two connections respectively.
Figures 10 and 11 show the results for context-driven traffic or connections man-
agement by profile. Connection-1 is the higher priority FTP download whereas
Connection-2 is the lower priority music file download. Approximately at 5s sim-
ulation time there is a power warning. There is little difference between the two
solutions. For the solution of Figure 10: after the warning KPlane sets the new re-
ceiver window sizes based on user level’s priority. Here connection-1 has the higher
priority level than connection-2 and connection-1 successfully finished download-
ing before (128s) power failure and after that connection-2 gets full bandwidth
to download but it failed to finish before the power failure around 180s. For the
solution of Figure 11: after the warning KPlane assigns the full bandwidth to the
connection-1 and closes the connection-2 and connection-1 successfully finished
downloading around 96s which is well before the power failure. As second solution
it is closing the connection-2 just after the warning and no scope for unsuccessful
finish of it, which is saving little power compared to the first solution. If we look at
the graphs before and after the priority settings, the sum of the two connection’s
throughputs is almost same, which signifies that proportionality of the connection
bandwidth share is working properly based on profile-based priority settings. Sim-
ilar to previous section results these also show that cross layering could be used
to utilise for context-awareness and automatically manage Internet configurations
and traffic.

4. Conclusions and Future Developments

The chaotically-increasing density network of components of communications sys-
tems and the resulting growing complexity of control requires more and more
distributed and self-organising structures, relying on simple and dependable ele-
ments able to collaborate to produce sophisticated behaviours. The main feature
of future communication paradigms will be the ability to adapt to an evolving
situation, where new resources can become available, administrative domains can
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Figure 11. Context-driven connections management

change and economic models can vary accordingly. The move towards dynamic
self-management of systems and networks – autonomic systems – without targeted
human oversight provides a common framework for addressing these challenges. It
is clear that the mathematical, economic and technical basis of networking must
be changed radically to address the implied challenges.

Our intention in this article has been to review the state of the art in novel
protocol architectures, both in terms of their technical characteristics but also –
equally importantly – in terms of the business needs which these approaches serve.
The notion of using a network as a profit centre is an attractive one given the
decreasing marginal revenues available from simple communications alone. Auto-
nomic communications provides an opportunity – if the current research activities
are successful – to move towards this goal.

What are the next steps? Research is still needed into the ways in which
context sensed at different layers, with different localities and different degrees of
reliability, can be integrated into a coherent view. This “contextual fusion” is aided
– but not solved – by the use of ontologies and other rich information formats.
A related challenge is to provision of uncertain reasoning, so that conclusions
can be drawn in a principled way even in the face of (inevitably) uncertain or
contradictory information. Moreover, each adaptation that a network might make
must be made in such a way as to support, rather than damage, the stability of
the network as a whole. This large-scale stability in the face of small-scale changes
is an essential commercial requirement for deploying autonomic networks on a
large-scale basis.

Finally, the research prototypes being developed must be tested and trialed
on real networks. Despite the risks, this is the only way in which we can achieve
any degree of confidence in the applicability of the techniques being developed to
real networks. This will in turn reveal additional requirements and opportunities
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to which we can apply the techniques of cross-layer adaptation and autonomic
communications.
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An Autonomic MPLS DiffServ-TE Domain
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Abstract. MPLS DiffServ-TE combines the advantages of DiffServ and MPLS-
TE by allowing a differentiation of services and a traffic engineering based on
a fast packet switching technology. However, such MPLS DiffServ-TE net-
work needs an efficient method for Quality of Service (QoS) guaranteeing.
In addition, the management of such a network is not a simple function and
could not be done manually. In fact, it would be much more economic and
effective to let equipments handle a part of the tasks attributed currently
to the human administrator. In this paper, a novel architecture based on a
Multi-Agent System is proposed to automatically manage MPLS DiffServ-TE
domains. To meet the QoS requirements, an LSP creation strategy, based on
a traffic-driven approach and depending on the traffic load, is proposed. It
determines when to set up a new LSP and when to forward a new traffic
in an already existing one. This strategy reduces the number of LSPs and
the number of signalling operations in the network. Simulation results are
provided to illustrate the efficiency of our proposition.

Keywords. MPLS DiffServ-TE, Dynamic setup and re-dimension of LSPs,
Multi-Agent Systems, Autonomic management.

1. Introduction

Multi-Protocol Label Switching (MPLS) [23] is a switching technology that uses
short-fixed length labels to forward packets instead of using IP addresses. The
classification of incoming packets is done at the entry of the domain by the Label
Edge Routers (LERs) by assigning a label to the packet. Within the domain,
there is no reclassification and packets are just switched by the core routers called
Label Switch Routers (LSRs) according to the assigned label and the value of the
incoming interface. The path between two LERs is a unidirectional path called a
Label Switched Path (LSP). In recent years, there has been active research in the
field of MPLS and MPLS is now a very well established networking environment.
One of the most significant characteristics of MPLS is the Traffic Engineering
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(TE) [20]. MPLS-TE forwards traffic flows across a network on the basis of the
required resources [20]. However, MPLS does not define a new Quality of Service
(QoS) architecture and cannot provide service differentiation by itself. DiffServ
(Differentiated Services) [7] defines an architecture to implement scalable service
differentiation in the Internet by defining multiple classes of service. In addition,
as in the MPLS domain, traffic classification in the DiffServ domain is also done
by edge routers by setting the Differentiated Service Code Point (DSCP) field. In
the core network, there is also no reclassification; routers use the DSCP value in
the IP header to select a Per-Hop Behaviour (PHB) for the packet and provide the
appropriate QoS treatment. The functioning of both MPLS and DiffServ consists
of 3 main steps:

1. Traffic classification,
2. Setup the path taking into account the class of the flow,
3. Traffic Forwarding following the labels.

The combination of DiffServ and MPLS presents a very attractive strategy
to backbone network service providers because it provides scalable QoS and traffic
engineering capabilities using fast packet switching technologies [15].

Currently, there are two solutions that have been standardised by the IETF
[15]. The first one is applied to networks that support less than eight PHBs and it
uses the 3 Exp (experimental) bits of the MPLS label to determine the PHB. In
this case, LSPs are called E-LSPs.

The second solution is applied to networks that support more than eight
PHBs. In this solution, the PHB is determined from both the label and the Exp bits
and LSPs are called L-LSPs. Each solution has its advantages and its disadvantages
and the use of one of them depends on the particular application scenario [19].

As networks grow rapidly and traffic conditions frequently change, the man-
agement of such a network presents many difficulties and could not be done man-
ually. Therefore, automated management is required to minimise this complexity
and to engineer traffic efficiently [9]. A few approaches are proposed in the lit-
erature to automatically manage MPLS-TE networks. Some of the proposed ap-
proaches are not designed for bandwidth guaranteed services. Thus, they cannot be
used to manage MPLS DiffServ-TE domains. The other ones, intended to manage
such domains, are based on a centralised management which represents a heavy
and non fault tolerent solution. Therefore, we think there is a need to decentralise
the network management. This led to the work presented in this paper.

In this paper, we propose a novel proactive and distributed solution in order to
automatically manage MPLS DiffServ-TE domains by using Multi-Agent Systems
(MAS). Our main goal is to dynamically set up and dimension LSPs depending
on the actual load on the network and to meet the QoS requirements. To reach
this purpose, an LSP creation strategy, based on a traffic-driven approach and
depending on the traffic load, is proposed. It reduces the number of LSPs and
the number of signalling operations in the network. In our proposition, we are
going to consider the L-LSPs solution by using different LSPs for different classes
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of traffic. The result is that the physical network is divided into multiple virtual
networks, one per class. These virtual networks may have different topologies and
resources [26]. In this case, three virtual MPLS networks are defined for Expedited
Forwarding (EF), Assured Forwarding (AF) and Best Effort (BE) classes (Figure
1). The capacity of each physical link is partitioned among these MPLS virtual
networks by assigning a fixed percentage of the total link capacity to each partition.
Thus each DiffServ level can be treated alone. This TE approach is called DiffServ-
aware MPLS TE (DS-TE) [14]. In order to effectively control and manage the LSPs,
one or more attributes can be assigned to each LSP. Two important attributes
are the Setup Priority and the Holding Priority. They define eight priority levels
allowing an LSP preemption between them. To guarantee the QoS, we assign
the highest setup preemption priority (low preemption number) to EF, followed
by AF and BE (the lowest one). So, in case of lack of available resources, LSP
preemption is triggered to ensure that high priority LSPs can always be routed
through relatively favourable paths. The preempted LSPs are then rerouted by
their respective Ingress and Egress Label Switch Routers. The LSP preemption
policy is defined in [11]. This policy can be adjusted in order to give different weight
to various preemption criteria: priority of LSPs to be preempted, number of LSPs
to be preempted, amount of bandwidth preempted, blocking probability. In our
case, the priority is the only important criterion, the configuration adopted is then
alpha=1, beta=gamma=theta=0 (for more information see the RFC 4829 [11]).

EF virtual MPLS network

AF virtual MPLS network

BE virtual MPLS network

Physical network

EF virtual MPLS network

AF virtual MPLS network

BE virtual MPLS network

Physical network

Figure 1. Virtual MPLS networks

The paper is organised as follows. In Section 2, we review the related work.
In Section 3, we present our proposition. Next, in Section 4, we provide simulation
results and evaluate the performance of the proposed strategy. The conclusion and
future work are given in Section 5.

2. Related Work

To the best of our knowledge, there are only a few approaches to automatically
manage MPLS-TE networks. In the following, we present some of the proposed
approaches.
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Traffic Engineering Automated Manager (TEAM) [25] is an automated man-
ager for DiffServ/MPLS networks. TEAM is composed of three tools, a Traffic En-
gineering Tool (TET), a Measurement and Performance Evaluation Tool (MPET),
and a Simulation Tool (ST). The TET is a central server which is responsible for
managing the bandwidth and the routes in the network. TET is supported by the
two other tools, which provide the necessary information. The TEAM architecture
is very interesting. However, it is based on a central server.

The Routing and Traffic Engineering Server (RATES) [3] is another interest-
ing tool built on centralised paradigm. RATES is a server for MPLS-TE and is de-
veloped at Bell Laboratories. RATES uses Common Open Policy Service (COPS)
protocol for communicating paths and resource information to edge routers. It also
uses the Open Shortest Path First (OSPF) topology database for dynamically ob-
taining link state information. RATES is only designed for setting-up guaranteed
LSPs.

These two approaches are based on a centralised management which provides
a better vision of the global network. However, it represents a heavy and non
fault tolerant solution (mainly concerning the management entity). Therefore, we
think there is a real need to decentralise the network control. Decentralisation of
the control is obtained by allowing network components to be more independent
and able to decide on actions to undertake. Furthermore, the components can,
if necessary, ask for help from a human administrator or another autonomous
component for the realisation of some tasks.

Another TE mechanism is MPLS Adaptive Traffic Engineering (MATE) [13].
MATE addresses a specific issue which is the distribution of the traffic flows to
LSPs. MATE assumes that several explicit LSPs have been established between an
ingress-egress pair using a standard protocol or configured manually. With multiple
LSPs available for an egress node, the goal of the ingress node is to distribute the
traffic across the LSPs by selecting the appropriate LSP. Consequently, the network
utilisation as well as the network performance perceived by users are enhanced.
However, for a network with N nodes and l LSPs between each pair of nodes, the
total number of LSPs is of the order of lN2, which can be a large number if the
network contains many edge routers. Consequently, MATE is suitable for networks
with few ingress-egress pairs. In addition, MATE is intended for traffic that does
not require bandwidth reservation such as best-effort traffic.

3. Our proposition

In order to build an autonomic network, it is necessary to empower it with some es-
sential characteristics. The characteristics that we think necessary are [22]: decen-
tralisation, reactivity, proactivity, cooperation and adaptability. The multi-agent
systems can constitute a good tool to make networks autonomic by guaranteeing
these different characteristics. Indeed, an MAS consists of a set of agents that [16]:

• are able to communicate together,
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• possess their own resources,
• perceive their environment (to a limited degree),
• have a partial representation of their environment and
• have a behaviour that aims to realise their purposes.

The main characteristics of agents, which make the network autonomic, are
developed in the following.

3.1. Essential characteristics provided by multi-agent systems to build an auto-
nomic network

In the following, we detail each one of the characteristics that we think necessary
to build an autonomic network and we demonstrate that all these characteristics
are indeed offered by the multi-agent solution.
Decentralisation. We think there is a real need to decentralise the network control.
In fact, control decentralisation allows network components to decide on actions
to undertake. This feature is provided by the multi-agent approach by definition.
No agent possesses a global vision of the system and the decisions are taken in a
totally decentralised way.
Reactivity. As the networks environment is very dynamic and is always in evo-
lution, the router must thus be able to choose the most convenient mechanisms
according to the current conditions. The multi-agent approach makes it possible
because one of the basic attributes of an agent is to be situated (situadness, [8]).
That is, an agent is a part of its environment. Its decisions are based on what it
perceives of this environment and on its current state.
Proactivity. In an autonomic network, we should not rely only on the reactivity
to control a router. In fact, a router should envisage the actions to be undertaken.
This feature is also provided by the multi-agent approach. In fact, an agent can be
able to set goals and to realise them by implementing plans, setting up a strategy,
starting cooperation with other agents, etc.
Sociability. To guarantee end-to-end QoS between different networks, these net-
works should cooperate between them and reach agreements to satisfy the re-
quirements of each of them. One of the interesting features of the multi-agent
approach is its ability to distribute the intelligence between the different agents
composing the system. This implies that an agent can handle some tasks individ-
ually but cannot make everything by itself. Many works concerning the concepts
of negotiation and cooperation are realised and the research in this field remains
very active [24]. The economic theories constituted a good source of inspiration
(Contract Net Protocol, auctions, etc.) [10].
Adaptability. In order to realise its goals (accepting more traffic from a given
customer, etc.), the router must be able to self-evaluate and adapt the plans to
be executed. That can be allowed by using the learning feature of multi-agent
systems. Researchers are interested in this feature to provide more flexibility. A
part of the researches is focused on genetic algorithms [5], while the others use the
reinforcement learning [12], etc.
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3.2. Agent organisation and architecture

Since the MPLS functioning is based on the use of LSPs to forward packets,
and the MPLS support of DiffServ is also based on the LSP, it seems that the
management of LSPs is the most important need. It includes LSP dimensioning,
LSP setup procedure, LSP tear-down procedure, LSP routing and LSP adaptation
for incoming resource requests.

As agents have to take the convenient decisions into the MPLS domain, so
the introduction of these agents will take place into the MPLS decision points.
The first step of our research consists in finding the decision points of the MPLS
network that are especially identified on the entry of the domain (on the LER
routers) [21]. An “edge” agent will be, as a result, introduced into each LER
router in the MPLS domain.

In order to effectively control and manage the network and to profit from
the decentralisation feature of multi-agent systems, we decided to introduce also a
“core” agent into each intermediate LSR router forming as a result an MAS. The
edge and core agents have the same architecture (Figure 2), they interact and com-
municate together and also interact with the routers and switches in the domain.
Actually, each agent is responsible for the router on which it is introduced and
for the corresponding interfaces. Each agent includes two entities: the collection
entity (CE) and the management entity (ME), which includes, in its turn, two
sub entities: the LSP resource management entity and the LSP route management
entity. In addition, the architecture contains a Data Base (DB), which is shared
between the CE and the ME.

LSP resource

management

LSP route

management

Collection

entity

Management entity

DB

Data Base

LSP resource

management

LSP route

management

Collection

entity

Management entity

DB

Data Base

Figure 2. Our agent architecture

3.3. Collection entity (CE)

Each CE collects only the information concerning the interfaces of its node. The
CE collects the available bandwidth of the physical links and of each LSP that
goes across the node. The CE collects also the local network topology information
such as the new created LSPs, if an open LSP is still in use or not, etc. The CE
uses the simple network management protocol (SNMP) to collect information from
the management information base (MIB) and stores them into the database.

Furthermore, the interaction between agents is done by their CEs by ex-
changing some of the collected information when necessary. They communicate by
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using specific messages that we have defined to be the simplest and the closest to
network messages. Each message contains the sender agent, the receiver agent and
the data of the message.

Each agent interacts with its one-hop neighbour agents and as a result gets
an idea about the state of the information concerning these neighbours. Further-
more, each agent can communicate with the edge agents and ask for (or send)
information. Thus, agents will be able to anticipate actions avoiding problems to
occur and providing better results. This highlights the social (cooperative) and
the proactive (goal-directed behaviour) features of our agents.

In this paper, we are focused on the available bandwidth because we estimate
that this is the most important parameter to be treated. In fact, the available band-
width gives a view of the current network state and allows managing appropriately
the networks.

3.4. Management entity (ME)

The ME is an important part of our agent. The ME is responsible for determining
when and where an LSP should be created. Indeed, the ME, which has access to
the data-base, uses the stored information to take the appropriate decision. The
next step performed by the ME is to automatically implement this decision. The
ME contains two sub entities: the LSP route management entity and the LSP
resource management entity (Figure 2).

3.4.1. LSP route management entity. The role of this entity is to set up the new
LSPs on the physical network. More specifically, in case of creating a new LSP,
the role of this entity is to decide, according to the load status of the network,
how to select the most suitable route for the LSP to meet the QoS requirements.

Indeed, each agent maintains a threshold value, which is a criterion used
to judge if a node is overloaded. This threshold value is variable and is chang-
ing dynamically according to the load status of the node. The threshold value is
calculated like in [18] but with the difference that in our approach we take into
account all node’s interfaces and not only one. In fact, a maximum (maxth) and
a minimum threshold (minth) values are pre-determined. The threshold value of
a node is initially set to maxth and should be always between maxth and minth.
To prevent a wrong decision on the node’s load status, the threshold is calcu-
lated based on the interfaces queues occupancy and the outstanding workloads
within a specific period. The outstanding workload is the mixed information of
the length and the residence time of packets in an interface queue. Like in [18],
when a node is considered as overloaded, its threshold value is decremented by the
amount of threshdec. Also, if the average of queues’ lengths of a node has been
less than minth for at least dissolveth seconds, which is a period long enough, the
overloaded status is considered as dissolved, and the threshold value of the node
returns to the initial value.

If the agent perceives that the average of the queues lengths of its node is
greater than maxth, the agent sends a message to its one-hop neighbours informing
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them that its node is overloaded and cannot forward new traffics. When the over-
loaded status is considered as dissolved, the agent sends a message to its one-hop
neighbours informing them that its node is ready again to forward new traffics.

The threshold update algorithm is identical to the one defined in [18] with
the difference that the workload is calculated as defined in the equation 3.1:

workloadcurrent = workloadprev +
1
n

n∑
i=1

que leni ∗ timeelapsedi (3.1)

where n is the number of node’s interfaces. Another difference is that the test is
done for the average of the queues’ lengths instead of the one interface’s queue
length used in [18]. So, we replaced que len in the update algorithm defined in [18]
with 1

n

∑n
i=1 que leni.

To choose the appropriate route, the multi-agent system combines the routing
information generated by a standard IP routing protocol with the local knowledge
of the agent about the neighbouring load status. A signalling protocol such as
RSVP-TE is then used in order to explicitly set up the LSP.

3.4.2. LSP resource management entity. The role of this entity is to find the best
way to forward the incoming traffic. According to the network load and to the
actual topologies, this entity decides to assign the incoming traffic to a pre-existing
LSP, to re-dimension a pre-existing LSP and increase its allocated resources or to
set up a new LSP. In the last case, the setting up of the LSP is done by the LSP
route management entity.

To illustrate the inter-relations of these entities, we consider two possible
requests: a request for LSP setup and a bandwidth request. The first request is
treated by the LSP route management entity. The second one is treated by the
LSP resource management entity and according to its decision, the request could
be also treated by the LSP route management entity.

The agents react, when necessary, to the new environment conditions and
take suitable decisions. In order to do that, we have proposed the “LSP creation
strategy”, which is described in the next section.

3.5. The LSP creation strategy

The main goal of this strategy is to create LSPs according to the network condi-
tions.

In this section, we discuss the choice of the suitable approach to design the
MPLS layout and the factors influencing the MAS decisions. We then present some
cases of exchanging information between agents and finally, we discuss the arrival
of each type of request.

3.5.1. The choice of the suitable approach to design the MPLS layout. Currently,
having a physical topology, the operators are facing the challenge of designing a
virtual topology to accommodate a given demand, as well as to adapt this topology
to varying traffic conditions [4]. They have to find an optimal set of paths and a
flow distribution over the topology.
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To design the MPLS layout, there are off-line and on-line proposed ap-
proaches. Off-line approaches are based on the estimation of the traffic demand
over time. According to Kodialam [17], off-line approaches are not appropriate to
MPLS networks due to the high unpredictability of the Internet traffic. Thus, we
avoided this solution.

On-line methods calculate paths on demand. Two different on-line approaches
can be distinguished: topology-driven and traffic-driven.

In the topology-driven approach, the paths are built by a label distribution
protocol according to the routing entry generated by a standard IP routing pro-
tocol [2]. A path is released only if the corresponding routing entry is deleted. In
this approach, LSPs already exist before traffic is transmitted. Thus, a built path
may not be used because the LSP creation was based only on routing information.

In the traffic-driven approach, the LSP is created according to the traffic
information. When a new request for a flow, traffic trunk or bandwidth reservation
arrives, the corresponding path is established and is maintained until the session
becomes inactive [1]. In this approach, only the required LSPs are setup.

It should be noted that the available bandwidth on a physical link is equal to
its maximum bandwidth minus the total bandwidth reserved by LSPs crossing it.
It does not depend on the actual amount of available bandwidth on that link [26]
even if the LSPs are not occupied. This means that the establishment of a non
used LSP will decrease the amount of available bandwidth on the physical link and
will have, as a result, bad consequences on the total MPLS network behaviour. A
part of the bandwidth will be reserved without being used. Moreover, another LSP
may be prevented from taking a path because of the lack of the bandwidth. In
this context, the traffic-driven technology is more advantageous than the topology-
driven one.

The solution, which seems the most logical and the most advantageous to
design an MPLS network, is to start with an initial allocation of zero for all edges
in all three virtual topologies. The arrival of the initial requests will start the
process of building up the actual topologies. A topology change will take place, by
consequence, when a new LSP is created or released after receiving a request. Our
goal is to decide when to create a new LSP and when to allocate the new traffic
on an already existing LSP. To do that we define the most important factors that
may influence the MAS possible decisions.

3.5.2. The factors influencing the MAS decisions. In this section, we define the
most important factors that can have an influence on the MAS decisions. These
factors are: the requests and the network state.

A request can be a new bandwidth request, a request for LSP setup, a request
for releasing bandwidth or a request for tearing-down an existing LSP.

The network state includes the current state of the three virtual topologies,
such as the created LSPs, the existence or not of an LSP between a pair of routers,
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etc. The network state also includes the LSP attributes (i.e., the available band-
width, the Setup priority, the Holding priority, etc.) and finally, the physical link
attributes (i.e., the available bandwidth, the delay, etc.).

Even if the agents collect the information concerning the network state, they
do not exchange all the collected information. The agents exchange only the in-
formation that they judge critical and important such as exceeding thresholds.
The aim is to maintain a somewhat up-to-date vision of the network state avoid-
ing flooding the network with useless information. In the following section, we
distinguish some cases of exchanging information between agents.

3.5.3. Some cases of exchanging information between agents. In this section, we
distinguish some cases where the information collected by one agent is exchanged
with other agents.

The first case is when a core agent (node 2 on Figure 3a) realises that the
available bandwidth on the physical link of one of its interfaces becomes lower
than a well defined bandwidth level “x” (1)1 , where “x” is a percentage of the
link capacity fixed to 5%. In this case, the core agent sends this information to its
one-hop neighbours and to the agents situated in the ingress routers of the LSPs
which go across this link (2) (nodes 0, 1, 3, 5 and 6 on Figure 3a). If the available
bandwidth of the physical link becomes higher than a well defined bandwidth level
“y”, where “y” is fixed to 10%, the core agent will send this information to its
one-hop neighbours and to the edge agents.

Another case is when a core agent (node 5 on Figure 3b) judges that its node
is overloaded (see Section 3.4.1) (1). In this case, the core agent sends a message
to its one-hop neighbours (nodes 2, 4, 6 and 9 on Figure 3b) informing them
that its router is overloaded and cannot forward any new traffic (2). When the
router becomes less loaded, the agent sends a message to its one-hop neighbours
announcing them that it is again able to forward new traffics.
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Figure 3. Two different exchanged information cases

1These values indicate the steps’ succession on the Figure 3.
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Other cases that we can distinguish are when an agent needs information and
decides to acquire it. In fact, the proactive feature of agents can be seen with two
different aspects: from the sender side and from the receiver side.

Indeed, an agent that sends information concerning a particular event does
not wait that the critical threshold is being exceeded (the event is already realised)
to react and inform its neighbours. In fact, the agent anticipates this critical state
by taking its cautions to avoid it.

From the other side, the receiver (the neighbours) does not wait only the
neighbours’ messages to have an idea about the network state. The agent may
decide, from time to time, to acquire the information in which it is interested and
to foresee the best corresponding actions to be undertaken in the current network
state (a numerical example is done in the Section 3.5.5).

3.5.4. Discussion of the arrival of each type of request. In this section, we discuss
the arrival of each type of request. If a request for tearing down an already created
LSP arrives at the entry of the domain, the decision is the same as if there is no
MAS. The LSP will be torn down. As a result, the available bandwidth on the
physical link is increased by the value of the freed bandwidth.

Consider now a request to release an allocated bandwidth. In this case, the
MAS checks if the released bandwidth is equal to the total bandwidth of the LSP
in which the traffic was forwarded. If so, the MAS tears down the LSP. If not, the
MAS frees the reserved bandwidth and increases the available bandwidth of the
corresponding LSP. Thus, the available bandwidth on the physical link remains
the same.

Consider now a request to set up a new LSP. In this case, the ingress agent,
which receives this request, combines the routing information generated by the
routing protocol with its local knowledge about the neighbouring load status and
selects the most suitable route for the LSP. The LSP is then setting up by the
signalling protocol. If there is a lack of available resources and the LSP to be
established has a higher priority, LSP preemption is triggered to select which
lower holding preemption priority LSPs will be preempted and to preempt them.
However, if it is the case of the establishment of an LSP for BE traffic (lowest
setup preemption priority) and the available bandwidth is insufficient, the request
is rejected.

Consider that a new bandwidth request arrives between a pair of routers de-
manding a certain level of QoS. The strategy for this case is defined in the diagram
shown in Figure 4. In fact, the first step consists of verifying the existence of an
LSP between these two routers in the corresponding virtual topology (EF, AF or
BE) (2)2. If an LSP exists, the next step is to compare the available bandwidth
of that LSP with the requested one (3). If the available bandwidth is higher than
the requested one, the requested bandwidth is allocated on that LSP and its avail-
able bandwidth is reduced accordingly (4). These verifications are done by the
corresponding ingress router.

2These values indicate the steps on the Figure 4.
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If the available bandwidth is lower than the requested one, the multi-agent
system verifies the possibility of re-dimensioning the LSP. To do that, enough
bandwidth should be available in the corresponding partition of the virtual topol-
ogy otherwise the MAS eliminates this possibility. If so, the requested bandwidth
is compared to Ba which is the sum of the available bandwidth on the physical
link and the available bandwidth on that LSP (6). This comparison is repeated
for each physical link the LSP in question goes across. If the requested bandwidth
is lower than or equal to Ba on one link, the comparison is done for the next one
in order to reach the egress router.
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Figure 4. LSP creation strategy diagram for the arrival of a new
bandwidth request between a pair of routers

If the requested bandwidth is lower than or equal to Ba on all physical links
the LSP in question goes across, the MAS decides to increase the capacity of the
LSP to be able to forward the new traffic (7). In other words, the bandwidth
reserved for the LSP in question is increased by a value equal to the difference
between the required bandwidth and the bandwidth available on the LSP. Con-
sequently, the bandwidth available on the physical link is decreased by the same
value. If the MAS knows that there is a loaded link or node on the path of this
LSP, it avoids this path, thus reducing the allocation delay, the congestion, etc.

If the requested bandwidth is higher than Ba on one of the physical links the
LSP goes across, the corresponding agent sends a message to the ingress router of
that LSP informing it that it is impossible to increase the capacity of that LSP
and the comparison will be interrupted for the next physical links. As a result,
the MAS eliminates the possibility of re-dimensioning the LSP. If there is enough
available bandwidth to satisfy the establishment of a new LSP, the MAS verifies
the possibility of creating a new LSP on another physical link indicated by the
routing protocol and in accordance with its own information about the loaded
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positions. In this case, the downstream-on-demand technique is used in order to
distribute labels. If no physical link is found and it is the case of the establishment
of a high priority LSP, LSP preemption is triggered to make way for the new
LSP to be routed. LSP preemption is also triggered if there is a lack of available
resources in the corresponding partition to establish a high priority LSP. If it is
the case of the establishment of the lowest setup preemption priority LSP (BE),
the request is rejected.

If there is no LSP between the pair of routers, the MAS reaction will be
identical to the one where the requested bandwidth is higher than Ba.

3.5.5. Numerical example. We consider in this example the network shown in
Figure 3 with a physical links’ capacity equal to 400 Mbit/s. We consider that the
percentages assigned to the 3 partitions EF, AF and BE are equal to 10%, 60%
and 30% of the total network capacity respectively.

The LSPs in the topology are:
• L0−2−6−9 (capacity = 70 Mbit/s, virtual topology: BE),
• L0−3−8 (capacity = 100 Mbit/s, virtual topology: BE),
• L0−3−8−9 (capacity = 90 Mbit/s, virtual topology: AF),
• L0−3−7 (capacity = 100 Mbit/s, virtual topology: BE),
• L1−2−6−8 (capacity = 80 Mbit/s, virtual topology: BE),
• L9−6−2−3 (capacity = 60 Mbit/s, virtual topology: EF),
• L8−6−2−3 (capacity = 100 Mbit/s, virtual topology: EF).

The available capacity of L0−2−6−9 is equal to 10 Mbit/s.
The BE traffic occupies currently only 11.8% of the total network capacity.

Thus, there is enough available bandwidth to forward new BE traffics.
Suppose now that a new bandwidth request arrives between R0 and R9 (1)3:
Source: R0, destination: R9, requested bandwidth=80 Mbit/s and the QoS

demanded: BE.
The following steps are realised:

• A0 verifies the existence of an LSP between the routers R0 and R9 in the
virtual topology BE (2) and finds L0−2−6−9.

• A0 compares the available bandwidth of L0−2−6−9 (100 Mbit/s) with the re-
quested one (160 Mbit/s) (3). As the requested bandwidth is higher than the
available bandwidth of L0−2−6−9, A0 verifies the possibility of re-dimensioning
L0−2−6−9 by comparing the sum of the available bandwidth on the physical
link and the available bandwidth on L0−2−6−9 for each physical link it goes
across (6).

• A0 verifies the link l0−2 (330 Mbit/s +10 Mbit/s = 340 Mbit/s > 80 Mbit/s).
• A0 sends to A2 “Is it possible to re-dimension L0−2−6−9?”
• A2 verifies the link l2−6 (90 Mbit/s + 10 Mbit/s = 100 Mbit/s > 80 Mbit/s).
• A2 sends to A6 “Is it possible to re-dimension L0−2−6−9?”
• A6 verifies the link l6−9 (270 Mbit/s + 10 Mbit/s = 280 Mbit/s > 80 Mbit/s).

3These values indicate the steps on the Figure 4.
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• A6 sends to A2 “Re-dimensioning L0−2−6−9 is possible”.
• A2 sends to A0 “Re-dimensioning L0−2−6−9 is possible”.

As a result, the MAS decides to increase the capacity of L0−2−6−9 to be able
to forward the new traffic (7). In fact, the MAS sends a new configuration to the
node (router) with the new configuration information.

The bandwidth reserved for L0−2−6−9 is increased by the difference between
the required bandwidth and the bandwidth available on L0−2−6−9 (80 Mbit/s -
10 Mbit/s = 70 Mbit/s). Consequently, the bandwidth available on the physical
links is decreased by the same value.

Available bandwidth on l0−2 = 330 Mbit/s - 70 Mbit/s = 260 Mbit/s.
Available bandwidth on l2−6 = 90 Mbit/s - 70 Mbit/s = 20 Mbit/s.
Available bandwidth on l6−9 = 270 Mbit/s - 70 Mbit/s = 200 Mbit/s.
A2 realises that the available bandwidth on the physical link l2−6 becomes

lower than 5% (l2−6 is occupied at 95%).
A2 sends “the link l2−6 is overloaded” to A0, A3, A1, A5 and A6.
Elsewhere, A3 realises that node3 is overloaded and sends “node3 is over-

loaded” to A0, A2, A7 and A8.
We consider now that a new bandwidth request arrives between R0 and R9

in the virtual topology BE (1):
Source: R0, destination: R9, requested bandwidth = 25 Mbit/s and the QoS

demanded: BE.
In this case, the following steps are realised:

• A0 verifies the existence of an LSP between the routers R0 and R9 in the
virtual topology BE (2) and finds L0−2−6−9.

• A0 knows that l2−6 is overloaded. As a result, A0 avoids this path and elimi-
nates the possibility of re-dimensioning L0−2−6−9. A0 verifies the possibility
of creating a new LSP on another physical link (5). The routing protocol
indicates the path (node0, node3, node8, node9).

• A0 combines this information with its own one (node3 is overloaded) and
decides to avoid this path also and to create an LSP on the (node0, node2,
node5, node9) which is indicated by the routing protocol to be the better
path after (node0, node3, node8, node9).

By creating the LSP on this path, the MAS avoids the critical state which could
exist if the LSP was created on the (node0, node2, node6, node9) or (node0, node3,
node8, node9).

4. Performance evaluation

The objective of our simulations is to dynamically setup and dimension LSPs
while reducing the number of LSPs and the number of signalling operations in the
network. In this section, we demonstrate the performance of our proposition by
comparing it to the MPLS-TE solution. We assume that in the MPLS-TE solution,
the Constrained-based Shortest Path First protocol (CSPF), using the Dijkstra’s
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shortest path algorithm [6] and the constraints for bandwidth, is used for LSP
establishment. In our approach, we use this same routing protocol to create new
LSPs in order to do an efficient comparison. We know how to implement the LSP
preemption policy and its performance was demonstrated in [11]. Thus, in this
paper, the LSP preemption will not be experimented.

The MAS decides on the route to be used regarding the routing protocol result
and its own knowledge. We evaluate the performance of our proposed solution
through extensive simulations on the network shown in Figure 3 using a Java
simulator developed in our laboratory in Java and XML. This network includes
seven edge routers and three core routers. We assume that the requests arrive
one at a time at the network and only one LSP is allowed to be established per
LSP request. The source and destination nodes for the requests are randomly
chosen from the set of edge routers. The bandwidth request is uniformly distributed
between 10 and 20 Mbits. The simulations are done for a number of requests
varying from 50 to 800 requests where each request can be a new bandwidth
request, a request to set up a new LSP, a request to release bandwidth or a
request to tear-down an existing LSP. In addition, we have varied the physical
links’ capacity from 100 to 1000 Mbit/s. We repeated each simulation 7 times and
we ploted the average of the obtained results. In the following we present a part
of the obtained results.

Firstly, we plot the number of LSPs existing in the network after the reception
of a number of requests varying from 50 to 800 requests. In Figure 5a, 5c and 5e,
we present the results we obtained by setting each physical link capacity to 100,
500 and 1000 Mbit/s respectively. Simulations show that by applying our strategy
we can reduce significantly the number of LSPs. Thus the number obtained by
using MAS is on average reduced by a factor of 1.3 for a physical links’ capacity
equal to 100 Mbits/s, 1.89 and 2.11 for 500 and 1000 Mbit/s respectively. This
reduction in the number of LSPs is due to the re-dimensioning decision taken by
our MAS. By reducing the number of LSPs we reduce the traffic needed to control
and maintain them.

The number of LSPs is not the only performance factor that our proposition
enhances. Another performance factor is the number of signalling operations. In
Figure 5b, 5d and 5f, we plot the number of signalling operations obtained by
the MPLS-TE solution and by applying our method for a physical links’ capacity
equal to 100, 500 and 1000 Mbit/s respectively. The simulations show that our
strategy reduces the number of signalling operations by a factor of 1.28, 2.07 and
2.5 for a physical links’ capacity equal to 100, 500 and 1000 Mbit/s respectively.
This reduction is attributed to the fact that, frequently, the re-dimensioned LSPs
have enough space to forward the incoming traffic and there is no need to create
a new LSP.

We varied the network physical links’ capacity from 100 to 1000 Mbit/s. In
each time, we did the simulations with the use of the MAS and without it. In Figure
6a and 6b, we plot the reducing factors for the LSPs’ number and the signalling
operations’ number. We noted that the reducing factor is more important for the
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Figure 5. Number of LSPs and number of signalling operations
in the network

higher value of the physical links’ capacity. In fact, when the capacity is set to
a restrictive value, only few LSPs are signalised and created in both solutions
causing, as a result, a small difference between them. However, when the capacity
is set to a high value, more LSPs can be signalised and created. Our strategy
proposes to re-dimension the existing LSPs instead of creating new ones causing,
as a result, a big difference between the results of both solutions.

In Figure 7a and 7b, we plot the reserved capacity in both solutions for a
physical links’ capacity equal to 500 and 1000 Mbit/s respectively. We noted that
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by using the MAS, the capacity reserved in the network is higher than the one
reserved when the MAS is not used. This is attributed to the fact that in our
strategy, when a request to release an allocated bandwidth arrives to the network
and the released bandwidth is lower than the total bandwidth of the LSP in which
the traffic was forwarded, the MAS frees the reserved bandwidth and increases the
available bandwidth of the corresponding LSP (see Section 3.5.4). This available
bandwidth is then used to forward new traffics.
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Figure 6. The reducing factors
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Figure 7. The reserved capacity

In order to verify the performance of our proposition, we calculate also the
blocking rate. If there is a lack of available capacity to choose the path then the
request is rejected. In Figure 8a and 8b, we plot the blocking rate for a physical
links’ capacity equal to 1000 and 2400 Mbit/s respectively. The number of requests
is always varying from 50 to 800 requests. Simulations show that the request
blocking rate obtained when using MAS is very close to the one obtained by the
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MPLS-TE solution. In fact, for the low numbers of requests there is no request
blocking in both solutions and for the high numbers of requests, the results are
nearly identical. These results prove that our proposition does not degrade the
network performance regarding the blocking rate.
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Figure 8. The blocking rate

5. Conclusion and future work

In this paper, we propose a novel architecture based on the Multi-Agent Systems
to automatically manage MPLS DiffServ-TE domains. Based on the network state,
the agents, being proactive, are able to make the appropriate decisions. In fact,
our proposed agents do not simply react to their environment; they are able to
anticipate actions. In our approach, we start with an initial allocation of zero for
all edges in all three virtual topologies. The arrival of the initial requests will start
the process of building up the actual topologies. Our main goal is to dynamically
setup and dimension LSPs depending on the actual load on the network and to
meet the QoS requirements. The challenge is to determine when to set up a new
LSP and when to forward a new traffic in a pre-existing LSP. In order to do that,
we propose an LSP creation strategy based on the traffic-driven approach and
depending on the traffic load.

Simulation results show that our solution can significantly reduce the number
of LSPs and the number of signalling operations. The reducing factors are more
important for the higher values of the physical links’ capacity. Furthermore, our
solution does not degrade the network performance regarding the blocking rate.
As future work, we are intended to define new cases of exchanging information
between agents and to build experimental testbed.
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Game Theoretic Framework for
Autonomic Spectrum Management in
Heterogeneous Wireless Networks

Jie Chen, Miao Pan, Kai Yu, Yang Ji and Ping Zhang

Abstract. In order to enable the autonomic network resource management,
we resort to game theory to facilitate the spectrum sharing between hetero-
geneous wireless networks. We set the spectrum sharing objective to improve
spectrum efficiency and maximise network revenue. Based on this goal, we
propose a revenue sharing bargain game to model the spectrum sharing be-
haviour of intra-operator radio access networks (RANs) and a price bargain
game to model the spectrum trading behaviour between inter-operator RANs.
Furthermore, we adopt multi-agent architecture to implement the spectrum
sharing schemes autonomously. Both bargaining mechanisms are analysed us-
ing bargaining game theory, and consequently the implementations are refined
and simplified based on the analysis. Simulation results show that the pro-
posed mechanisms outperform the conventional fixed spectrum management
method in network revenue, spectrum efficiency and call blocking rate.

Keywords. Autonomic spectrum management, Game theory, Multi-Agent.

1. Introduction

As one of the important resources in wireless networks, the spectrum is regulated
by governmental agencies and is allocated to license holders or operators on a
long term basis for large geographical regions. However, the fixed allocation of
spectrum might not always provide the optimal spectrum efficiency in the future
reconfigurable multi-radio environment, with traffic loads varying spatially and
temporally. In addition, the growing demand for wireless mobile multimedia ser-
vices, and hence increased traffic capacity, highlights a need for more autonomy
in terms of spectrum allocation and coordination among multi-Radio Access Net-
work (RANs). How to autonomously maximise the spectrum efficiency to provide
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as many services as possible and maximise the profits of networks poses a great
challenge.

Recently, considering the scarcity and high economic value of spectrum,
worldwide research efforts have been made in Dynamic Spectrum Management
(DSM) [1, 2, 3, 4]. Several mechanisms have been proposed to enhance the ef-
ficiency of spectrum utilisation, e.g., the European research project DRiVE and
OverDRiVE [1, 2, 3]. With the rapid development of software defined radio (SDR)
and the introduction of reconfiguration concepts [4], DSM no longer remains a
utopia but becomes a reality. However, among all the contributions above, as well
as other works, little efforts have previously been made on the potential for win-win
solutions between RAN’s spectrum efficiency and the RAN’s profits.

As a solution to DSM, spectrum sharing between RANs is considered in this
paper. We propose that the spectrum should be traded autonomously and period-
ically between the RANs and the revenue, earned by the traded spectrum, should
also be shared and negotiated between the RANs. The negotiation procedure can
be modelled as an infinite-horizon alternating offer bargaining game with perfect
information. Based on bargaining game theory [5], the resulting bargaining game
has unique equilibrium, and the negotiation procedure can reach an agreement im-
mediately. Thus, the bargaining is of great efficiency. Since the RANs are needed
to be perfectly informed about each other RAN’s private key information, this ap-
proach is applied more appropriately between intra-operator RANs than between
inter-operator RANs.

In order to facilitate the spectrum sharing between RANs belonging to dif-
ferent operators, we further propose a bargaining scheme to negotiate over the
price of traded spectrum block. This negotiation procedure can be modelled as an
infinite-horizon bargaining game with one-sided uncertainty. Since this game has
unique sequential equilibrium, the optimised implementation of the negotiation
procedure is proposed.

Through extensive simulations, the results show that the proposed schemes
are effective in improving the spectrum efficiency while increasing the RANs’ rev-
enue, either inter-operator or intra-operator.

The rest of this paper is organised as follows. We begin in Section 2 by
describing the related works on dynamic spectrum sharing. Section 3 presents the
system architecture for spectrum trading. Based on bargaining game theory, the
spectrum sharing schemes between intra-operator RANs and inter-operator RANs
are proposed in Section 4 and Section 5, respectively. We conduct a plenty of
simulations to evaluate the proposed schemes in Section 6, and provide an agent
implementation scheme in Section 7. Finally, Section 8 concludes the whole paper.

2. Related Works

Up to date, the spectrum sharing between networks has been regulated via fixed
spectrum management (FSM) among different systems or centralised allocations
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between different base stations of a system in cellular networks. In ad-hoc networks,
only the interference issues in the ISM band have been investigated focusing mostly
on the coexistence of WLAN and Bluetooth networks.

Jing et al. [8] proposed the common spectrum coordination channel (CSCC)
etiquette protocol for coexistence of IEEE 802.11b and 802.16a networks. In this
scheme, each node is assumed to be equipped with a cognitive radio and a low
bit-rate, narrow-band control radio. The coexistence is maintained through the
coordination of these nodes with each other by broadcasting CSCC messages. Each
user determines the channel it can use for data transmission such that interference
is avoided. In case channel selection is not sufficient to avoid interference, power
adaptation is also deployed. This scheme is efficient in improving throughput.

In addition to the competition for the spectrum, competition for the users
was also considered in [9]. In this work, a central spectrum policy server (SPS) was
proposed to coordinate spectrum demands of multiple operators. In this scheme,
each operator bids for the spectrum indicating the cost it will pay for the duration
of the usage. The SPS then allocates the spectrum by maximising its profit from
these bids. The operators also determine an offer for the users who, in turn, select
an operator to serve a given type of traffic. When compared to a case where each
operator is assigned an equal share of the spectrum, the operator bidding scheme
achieves higher throughput leading to higher revenue for the SPS, as well as a
lower price for the users according to their requirements. This work opened a
new perspective by incorporating competition for users as well as the spectrum in
future wireless networks.

Marias [10] proposed a distributed spectrum sharing scheme for wireless Inter-
net service providers (WISPs) that share the same spectrum, where a distributed
QoS based dynamic channel reservation (D-QDCR) scheme is used. The basic con-
cept behind D-QDCR is that a base station (BSs) of a WISP competes with its
interferer BSs according to the QoS requirements of its users to allocate a portion
of the spectrum. Similar to the CSCC protocol [8], the control and data channels
are separated. The basic unit for channel allocation in D-QDCR is called Q-frames.
When a BS allocates a Q-frame, it uses the control and data channels allocated to
it for coordination and data communication between the users. The competitions
between BSs are performed according to the priority of each BS depending on
the data volume and QoS requirement. Moreover, various competition policies are
proposed based on the type of traffic a user demands.

Many works also focus on intra-network spectrum sharing, where the sec-
ondary users of a network try to access the available spectrum without causing
interference to the primary users.

A cooperative local bargaining (LB) scheme was proposed in [11] to pro-
vide both spectrum utilisation and fairness. Local bargaining is performed by
constructing local groups according to a poverty line that ensures a minimum
spectrum allocation to each user and hence focuses on fairness of users. The lo-
calised operation provides an efficient operation between a fully distributed and
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a centralised scheme. Moreover, local bargaining has close performance compared
with centralised graph colouring approach at a reduced complexity.

Another approach that considers local groups for spectrum sharing was pro-
vided in [12], where a clustering algorithm was proposed such that each group se-
lects a common channel for communication, and distributed sensing and spectrum
sharing is provided through this channel. Moreover, if this channel is occupied by
a primary user at a specific time, the nodes reorganise themselves to use another
control channel. The performance evaluations show that the distributed grouping
approach outperforms common control channel approaches especially when the
traffic load is high.

Brik et al. [13] presented a centralised solution for intra-network spectrum
sharing with fixed infrastructure, which is called dynamic spectrum access protocol
(DSAP). The DSAP enables a central entity to lease spectrum to users in a limited
geographical region. DSAP consists of clients, DSAP server, and relays that relay
information between server and clients that are not in the direct range of the server.
Moreover, clients inform the server their channel conditions so that a global view
of the network can be constructed at the server. By exploiting cooperative and
distributed sensing, DSAP servers construct a Radio Map. This map is used for
channel assignments which are leased to clients for a limited amount of time.

In addition, game theory has also been exploited for performance evaluation
of spectrum access schemes. For instance, Nie et al. [14] provided the comparison
between cooperative and non-cooperative approaches through game theoretical
analysis.

So far, the existing various spectrum sharing schemes did not consider the
spectrum sharing method between RANs belonging to the same operator or differ-
ent operators, which must take into account some other aspects, such as economic
influence and information acquirement. Consequently, this work focuses on the
intra- and inter-operator spectrum sharing schemes, and takes revenue, spectrum
efficiency and call blocking rate into consideration.

3. System Architecture

3.1. Spectrum Sharing Architecture

The architecture proposed for spectrum sharing is shown in Figure 1. Virtual
Spectrum Market (VSM), which originates from the definition of spectrum pool
[4], is a logical spot where RANs could trade spectrum with each other. In the
VSM, if some RANs have surplus spectrum resource to the service requirements,
they can lease the extra spectrum out to maximise the spectrum efficiency and
the profits. On the other hand, if some RANs lack of spectrum to satisfy the
temporarily increasing services, they become the consumers of the VSM. In order
to satisfy as many service demands as possible to decrease call blocking rate and
make more profits, these RANs will try to rent spectrum from others to proceed
with their service provisioning.
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Figure 1: The spectrum sharing architecture in reconfigurable system.

Once there is a market, there should be policies to regulate the operation of
trading behaviours [15]. Regulator in Figure 1 is a repository of these principles,
e.g., trading regulations, hostile competition bans and so on.

In the VSM, all trading RANs should know some necessary trading infor-
mation, for instance, which RANs will lease or rent spectrum, what frequencies
are spare at the moment, and so on. One promising solution is to utilise the con-
cept of common pilot channel (CPC) [16] to inform RANs the trading information.
With the help of CPC, the involved RANs can acquire the preliminary information
before trading and exchange transaction opinions in trading.

Furthermore, to facilitate the spectrum trading, we propose to divide the
entire spectrum block into spectrum trading units (STU) in a size of the smallest
channel in a fixed service channel raster for a given band. The trouble in controlling
the interference is ignored in the proposed spectrum sharing schemes.

As mentioned in other works [2, 3], the spectrum sharing is a periodical and
proactive operation and the period is in hour scale. In the following, denote T
by the set of spectrum sharing time. To fulfil the spectrum trading, each RAN is
supposed to be attached with an intelligent Trading Agent (TA). TAs take charge
of the trading and make a series of important decisions, e.g., when to lease/rent
the spectrum, how much spectrum to lease/rent, at what price to lease/rent the
spectrum, how to deal with the profits brought by spectrum trading, etc.

3.2. General Spectrum Sharing Process

In general, the spectrum sharing process can be depicted as follows:
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• At the beginning of each trading time t ∈ T , either the leasing RANs or rent-
ing RANs broadcast their spectrum status and other necessary information
in CPC.

• By monitoring the CPC, each renting/leasing RAN selects one leasing/renting
RAN to negotiate over the price or some other properties of the trading STU.
At every stage of the negotiation, one side makes an offer, while the other side
decides to accept or propose another offer if reject. Should one side accept the
other’s offer, an agreement is reached and the negotiation is over. Whereas,
a rejection by this trader prompts the negotiation to the next round. Note
that on the one hand, the negotiation has no time constraint, on the other
hand the negotiation process costs signaling overhead.

• When an agreement is reached, the renting RAN uses the STU at period t+1
and fulfils obligations according to the negotiated results.

Note that this is a general description on spectrum sharing procedure. Due
to various reasons such as security, self-interest, the information shared between
inter-operator RANs are less than that between intra-operator RANs. Thus the
spectrum sharing procedure between intra-operator RANs is different from that
between inter-operator RANs. The following two sections propose the detailed
solutions for the two circumstances.

4. Spectrum Sharing Bargaining Scheme with Perfect Information

When all RANs belong to the same operator, they can know the necessary infor-
mation for spectrum trading, so that the negotiations between renting RAN and
leasing RAN can be considered as a bargaining game with perfect information
[5]. We call this scheme as intra-operator spectrum sharing bargaining scheme.
As one of the most classic models in that game, infinite-horizon alternating offer
bargaining game with perfect information is adopted for the revenue-sharing in
this scheme and related implementation procedures are investigated in this part
as well.

4.1. Profits of RANs

The spectrum sharing scheme runs periodically. At time t, a pair of TAs, con-
stituting the traders of the spectrum trading, negotiates over the division of the
revenue earned by a STU providing service for renting RAN’s subscribers at time
t + 1. Say the agreement is pair (xr, xl), xr + xl = 1. Then, when the STU earns
revenue at time t + 1 in practice, the revenue will be shared between the leasing
TA and the renting TA based on the negotiated ratio.

Due to the proactive features of the scheme, practical traffic demands present
some deviations from predicted traffic demands to some extent in general. Provided
that practical load is less than predicted load, renting TA’s investment on trading
spectrum at period t may bring no profits at period t+1. To guarantee the profits
of leasing TAs, a simple risk capital mechanism is embodied in the scheme. That is,
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when renting TA trades with leasing TA at time t, it should deliver additionally a
small advance payment to leasing TA beforehand. The advance payment, expressed
as γ, is non-refundable.

Denote λ by the profit earned by a renting RAN utilising a STU to provide
services for one period. Then the net profits earned by leasing RAN and renting
RAN according to the spectrum trading can be expressed as:{

profitl = xl · λ + γ
profitr = xr · λ − γ

(4.1)

4.2. Spectrum Sharing Bargaining with Perfect Information

4.2.1. General Description. Infinite-horizon alternating offer bargaining game with
perfect information was used as a solution to the problem that two bargainers are
negotiating over the division of a “cake” of size 1 [5]. We introduce this model into
the intra-operator spectrum sharing scheme and analyse the negotiation result. At
first, we give the definition of the spectrum bargaining game.

Definition 4.1. The intra-operator spectrum sharing bargaining game with perfect
information is the following extensive game:

Players: Leasing TA (TAl for short) and renting TA (TAr for short), say l
and r constituting set I = l, r.

Terminal history: Every sequence of the form (x1, N,x2, N, . . . ,xn, Y) for
n ≥ 1, and every infinite sequence of the form (x1, N,x2, N, . . .), where each xn is
a proposed division vector of the profit earned by STU. All the division vectors
consist of the following set:

X =
{
(xl, xr) ∈ R2 : xl + xr = 1, xi ≥ 0, i ∈ I

}
Player function: P(∅) = l (TAl makes the first offer), and

P(x1, N, . . . ,xn) = P(x1, N, . . . ,xn, N) =
{

l, n is even
r, n is odd

Preferences: TAl’s and TAr’s payoff to the terminal history
(x1, N,x2, N, . . . ,xn, Y) is

ul = δn−1
l · (xl,n · λ + γ), δl ∈ (0, 1)

ur = δn−1
r · (xr,n · λ − γ), δr ∈ (0, 1),

and their payoff to every infinite terminal history is zero, where δi ∈ (0, 1) is called
the discount factor or the bargaining patience.

In detail, the bargaining procedure is as follows. The players can take ac-
tions only at rounds in the infinite set N = {1, 2, . . .}. In the first round, the TAl

announces an agreement x, (x ∈ X). If the TAr accepts the offer, then bargain-
ing game is over, and the agreement is applied. If the TAr rejects the offer, the
game proceeds to the next round. In this round, the TAr proposes an agreement,
which TAl can choose to accept or reject. The bargaining continues in this manner.
Whenever an offer is rejected, the bargaining proceeds to the next round, in which



176 J. Chen, M. Pan, K. Yu, Y. Ji and P. Zhang

it is the rejecting TA’s turn to announce a new offer. There is no limit on the num-
ber of rounds. At all rounds, both TAr and TAl know all previous moves of each
other and their own. In practice, the bargaining procedure takes time, signalling
overhead and other resource. Therefore, the players’ payoffs are discounted after
each round negotiation according to the discount factor δr for the TAr and δl for
the TAl, with 0 < δr, δl < 1.

The discount factor can be explained as bargaining patience, which depends
on the RAN’s spectrum demand. To be specific, at current time t, if TAr predicts
that his loads increase at t + 1, which means he is in more urgent need of the
spectrum, he will be less patient and bargain less. On the contrary, if he predicts
his loads decrease at t + 1, his bargaining patience factor δr will increase. Corre-
spondingly, if TAl predicts that his loads increase at t+1, which means his surplus
spectrum is shrinking, he will be more patient and bargain more. And if he pre-
dicts his loads decrease at t + 1, which means he has more available spectrum to
lease, his bargaining patience factor δl will decrease.

This implies the following requirement on the derivative of both leasing and
renting RAN’s discount factors:

∂δi(Ψi)
∂Ψi

< 0, (Ψi > 0, i ∈ I), (4.2)

where Ψi represents the required STU number of renting RAN or the surplus STU
number of leasing RAN.

Considering the practical cases, when Ψi is small, the discount factor is close
to 1 and has to decrease for increasing Ψi, but the discount factor is not much
sensitive to the increase of Ψi, which means that the decreasing speed is slow.
Meanwhile, when Ψi is large, the discount factor is close to 0 and is not sensitive
to the increase of Ψi as well. Therefore, the discount factor should also satisfy the
following requirements:

∃ξ ∈ (0, 1),

⎧⎨
⎩

Ψi < ξ : ∂2δi(Ψi)
∂Ψ2

i
< 0

Ψi > ξ : ∂2δi(Ψi)
∂Ψ2

i
> 0

(4.3)

In this work, the discount factor is modeled as inverse sigmoid curves assuring
the validity of conditions (4.2), (4.3). We propose the following analytic expression
for it:

δi(Ψi) =
1

1 + (Ψi/Ki)ν
, ν ≥ 2 (4.4)

where Ki is the number of total STUs originally assigned to RAN i. In addition,
the conclusions we derived about the properties of discount factor are quite general
and do not depend on this particular choice. They are valid for every function that
satisfies Eqs.(4.2), (4.3).

Note that at the same period t, TAr and TAl may bargain for many rounds,
and in each round their discount factors, δr and δl, remain invariable.
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4.2.2. Equilibrium of the Intra-operator Spectrum Sharing Bargaining Game with
Perfect Information. Similar to the proof in [5], the intra-operator spectrum shar-
ing bargaining game with perfect information has the unique equilibrium, which
is expressed as follows:

(x∗
l , x

∗
r) = (

δr · (1 − δl)
1 − δr · δl

− γ

λ
,

1 − δr

1 − δr · δl
+

γ

λ
) (4.5)

It’s obvious that if TAr’s patience factor δr decreases, TAl will get more
proportions of the profits and if TAl’s patience factor δl decreases, TAr will get
more proportions of the profits. The more patient they are, the more profits they
will receive. In summary, when a trader learns his opponent’s card beforehand, the
final result concerning the allocation of the revenue-sharing completely depends on
their patience extent and can be drawn immediately. Since the bargaining game
with perfect information has a unique equilibrium, there is no need for TAl and
TAr to negotiate over the revenue sharing ratio. When the discount factor of both
traders are common knowledge, TAl and TAr can calculate directly the equilibrium
sharing ratio according to Eq. (4.5). Therefore, the spectrum bargaining with
perfect information is of high efficiency. Consequently, the implementation of the
intra-operator spectrum sharing scheme can be simplified.

4.2.3. Implementation of Spectrum Sharing Bargaining Scheme with Perfect In-
formation. The spectrum sharing bargaining scheme runs periodically. In each
period, TA takes four main steps: traffic load predicting, discount factor calcu-
lating, discount factor exchanging and decision making. The overall procedure is
illustrated in Figure 2.
Step 1: Load Predicting

Based on predefined load prediction algorithm, TA predicts the traffic load
at next time t + 1. Then, TA calculates the spectrum requirement, Sp, according
to the predicted traffic load. Furthermore, the spectrum usage ratio, rs, can be
calculated as:

rs = Sp/Ki (4.6)

where Ki is the number of total STUs originally assigned to RAN i. Thus, all the
RANs can be classified into two categories with respect to the spectrum usage
ratio.

• If rs > Th, according to load prediction, current RAN needs to rent some
spectrum from the others in the next period and his TA now acts as the
renting TA.

• If 0 < rs < Th, according to load prediction, current RAN has some spare
spectrum to share with the other in the next period and his TA now acts as
the leasing TA.

Here, the variable Th is defined as trading threshold to preclude waste of
spectrum and signaling overhead. In addition, Th can also be used for resource
reservation.
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Figure 2: The procedure of Intra-operator Spectrum Sharing Bargaining Scheme.

Step 2: Discount Factor Calculating
Based on the predicted spectrum usage, TA calculates its own discount factor

according to Eq. (4.4). And the discount factor remains constant in this period
negotiation.
Step 3: Discount Factor Exchanging

Each TAl exchanges its own discount factor with each TAr.
Step 4: Decision Making

TAl will weigh all the potential bargaining contracts and choose the most
profitable TAr to do the spectrum trading.

Note that this scheme is practical when the trading occurs between intra-
operator RANs, because all RANs within the same operator can share their dis-
count factor and other necessary information. Moreover, these RANs are willing
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to share the revenue. However, when the spectrum trading occurs between inter-
operator RANs, the circumstance becomes complex. These RANs are more willing
to lease or rent the spectrum at certain price instead of sharing the revenue. They
will bargain over the price of spectrum under incomplete information.

Consequently, we further propose a spectrum sharing scheme for inter-operator
RANs in the following Section.

5. Spectrum Sharing Bargaining Scheme with Incomplete
Information

When the spectrum sharing occurs between inter-operator RANs, we propose that
the renting RAN pays the leasing RAN for each rented STU. Thus, at what price
the STU should be traded is negotiated between the two RANs. When an agree-
ment is reached, the renting RAN pay the leasing RAN the negotiated price to
use the spectrum. Different from intra-operator spectrum sharing scheme, this
negotiation proceeds under incomplete information.

We model the bargaining between two inter-operator RANs as infinite-horizon
bargaining game with one-sided incomplete information [7]. Furthermore, we pre-
dict the behaviour of the negotiation and derive the result of the bargaining game
based on the theoretic analysis.

5.1. Spectrum Sharing Bargaining with One-Sided Uncertainty

5.1.1. General Description. Without loss of generality, we consider the spectrum
bargaining game in which the leasing RAN makes all of the offers and has incom-
plete information about the renting RAN’s valuation on each STU. The leasing
RAN has its own valuation s on each STU and has discount factor δl, both of
which are common knowledge. The renting RAN’s valuation, b, is private infor-
mation and known only to himself. The leasing RAN knows the renting RAN’s
valuation distribution density, f(b), on the interval [b, b], where b ≥ s, for any rent-
ing RAN with b < s would not enter negotiations. The renting RAN’s discount
factor, δr, is common knowledge to both leasing and renting RANs. Firstly, we
give the definition of this inter-operator spectrum sharing game.

Definition 5.1. The inter-operator spectrum sharing bargaining game with incom-
plete information is the following extensive game:

Players: Leasing TA (TAl for short) and renting TA (TAr for short), say l
and r.

Terminal histories: Every sequence of the form (p1, N2, p3, N4, . . . , pn−1, Yn)
for n ≥ 1, and every infinite sequence of the form (p1, N2, p3, N4, . . .), where each
pr is a price proposed by TAl, and N , or Y is the strategy set of TAr.

Player function: P(∅) = l (TAl makes the first offer), and{
P(p1, N2, p3, N4, . . . , Nn) = l, n is even
P(p1, N2, p3, N4, . . . , pn) = r, n is odd
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Preferences: TAl’s and TAr’s payoff to the terminal history
(p1, N2, p3, N4, . . . , pn−1, Yn) is

ul = δn−1
l · (pn−1 − s), δl ∈ (0, 1)

ur = δn−1
r · (b − pn−1), δr ∈ (0, 1),

and their payoff to every infinite terminal history is zero.
At every stage n ≥ 1, of the game, the TAl chooses an optimal price schedule

pn, and TAr accepts the offer if his valuation is greater than some indifference
valuation bn(pn) (if the TAr’s valuation is less than bn(pn), he is better off holding
out for lower offers in the future). Thus, a rejection by the TAr indicates to the
TAl that the TAr’s valuation is less than bn.

A few comments are in order. First, only one side of each pair of traders knows
the other side’s valuation, which in turn determines the result of the following
negotiation. Second, as the negotiation process costs time and signaling overhead,
both sides of the traders are not willing to take long time to bargain over the
payment. Thus their payoffs in the subsequent rounds are discounted.

5.1.2. Sequential Equilibrium of the Inter-operator Spectrum Sharing Bargaining
Game with Incomplete Information. This part finds the sequential equilibrium of
the inter-operator spectrum sharing bargaining game. Sequential equilibrium is a
refinement of Nash Equilibrium for extensive form games due to David M. Kreps
and Robert Wilson [6]. A sequential equilibrium specifies not only a strategy for
each of the players but also a belief for each of the players. A belief gives, for each
information set of the game belonging to the player, a probability distribution
on the nodes in the information set. A profile of strategies and beliefs is called
an assessment for the game. Informally speaking, an assessment is a sequential
equilibrium if its strategies are sensible given its beliefs and its beliefs are sensible
given its strategies.

Formally, we give a definition of sequential equilibrium of the inter-operator
spectrum sharing bargaining game.

Definition 5.2. The sequential equilibrium behaviour of the TAl and TAr is a
sequence of prices for TAl and a sequence of indifference valuations for TAr that
satisfies the following property:

Sequential Rationality: The TAl’s future offers p1, p2, . . . are chosen to max-
imise the payoff of TAl given by the TAr’s future indifference valuations b1, b2, . . .,
which are chosen so that TAr is indifferent between accepting pn now or waiting
one round and accepting pn+1 next round:

bn − pn = δb · [bn − pn+1], ∀n ≥ 0

The players’ equilibrium behaviour is determined by solving a dynamic pro-
gramming problem in which the TAl chooses the offer that maximises his present
value of current and future gains, given his knowledge of the TAr’s valuation, and
subject to the constraint that the TAr will accept the offer only if his valuation is
sufficiently high that he is better off accepting now than waiting for lower prices
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in the future. Namely, in round n in the bargaining game, the TAl chooses pn to
maximise his expected gain u

(n)
l (s, bn) given that the TAr’s valuation is distributed

on [b, bn] with distribution density being f(b). The dynamic programming problem
can be expressed as:

maxp u
(n)
l (s, bn−1) = maxp [

∫ bn−1

bn

(p − s) · f(b)db

+ δl ·
∫ bn

b

u
(n+1)
l (s, bn) · f(b)db ] (5.1)

subject to
bn − p = δr · (bn − pn+1)

As proved by Fudenberg et al. [7], we have the following proposition.

Proposition 5.3. If b ≥ s, the pre-defined spectrum bargaining game has sequential
equilibrium and the equilibrium is unique and weak-Markov.

As a special case, we consider that the TAr’s valuation is uniformly dis-
tributed on [b, b], i.e.,

f(b) =
1

b − b
, b ∈ [b, b].

Under this circumstance, we present the sequential equilibrium, which is the
solution to Eq. (5.1). The following lemma describes the equilibrium.

Lemma 5.4. When b ≥ s and the TAr’s valuation is uniformly distributed on [b, b],
then the TAl’s equilibrium price pn in round n, his expected profit ul, and the
TAr’s indifference valuation bn in round n are given by

pn = c · (b − s) · dn−1 + s

ul = 1
2 · c · (b−s)2

b−b

bn = (b − s) · dn−1 + s

(5.2)

where d = c/(1 − δr + δr · c) and c(δl, δr) is defined implicitly by

c =
(1 − δr + δr · c)2

2 · (1 − δr + δr · c) − δl · c .

The equations for c and d above can be solved simultaneously to yield

c =
1 − δr

1 − δr +
√

1 − δl

, d =
c

1 − δr + δr · c .

It should be noted that 0 < c, d < 1, given 0 < δl, δr < 1.

5.2. Implementation of Spectrum Sharing Bargaining Scheme with Incomplete
Information

The inter-operator spectrum sharing scheme also runs periodically. In each period,
the procedure includes the following three stages shown in Figure 3.
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Figure 3: The message sequence chart of Inter-operator Spectrum Sharing Bar-
gaining Scheme.

Stage 1: Pre-Bargaining
When it is time to run spectrum bargaining procedure at time t, each RAN

predicts his spectrum utilisation ratio, rs, according to Eq. (4.6). Similar to that
in intra-operator spectrum sharing scheme, all RANs also are classified into two
categories, i.e., the leasing RAN and the renting RAN with respect to the spectrum
utilisation ratio.

And then, all TAs calculate the valuation of each STU (say b for TAr and s
for TAl) and the discount factor according to Eq. (4.4).

Finally, all the TAls broadcast the necessary information, which includes the
discount factor, δl, and the STU’s valuation, s, on the CPC to inform that they
want to lease out their adequate STUs at time t + 1.
Stage 2: Bargaining
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Each TAr selects a TAl to bargaining over the STU’s price if b ≥ s. The TAr

sends a request message to the selected TAl, which includes the discount factor,
δr, the valuation distribution density, f(b), and the valuation range, [b, b].

The TAl makes all offers, pn, according to the Eq. (5.1), and TAr accepts the
offer if and only if b ≥ bn(pn).

According to the above theoretic analysis, there must exist a price pn with
which both TAl and TAr satisfy.
Stage 3: Post-bargaining

All TAl weigh all the potential bargaining contracts and select the most
profitable TAr to trade the spectrum.

6. Simulations and Analysis

6.1. Simulation Scenario

In the simulation, three overlaid RANs, DVB-T, UMTS, and GSM, are employed
to model the reconfigurable systems. Under this environment, we compare the
performance of the proposed two bargaining based spectrum sharing schemes with
that of the FSM method over a span of 24 hours. As adopted in [2], the spectrum
sharing schemes are executed every half an hour. In order to avoid the influence of
physical technologies such as channel coding and modulation scheme, we measure
the spectrum utilisation instead of spectrum efficiency. Moreover, the network rev-
enue and network call blocking rate are also measured to evaluate the performance
of the three spectrum management schemes.

For illustrative purpose, various service demands for spectrum (e.g., voice
load, video load, data load and etc.) across different RANs are abstracted in STUs.
We assume that in the VSM, the whole block of spectrum is in the size of 190 STUs,
where UMTS, GSM and DVB-T own 50, 40 and 100 STUs, respectively.

In the simulation, the advance payment parameter is set to 0.1 and the thresh-
old Th is set to 1, i.e., no resource reservation. As the inter-operator spectrum
sharing scheme need evaluate the STU’s valuation, we have the following rules for
RANs to value the STUs. For leasing RAN, since the surplus STU will not gener-
ate any revenue, the valuations of these STUs are set to 0. Instead, the STUs in
renting RAN are used to provide service, thus the valuation of these STUs is set to
the corresponding RAN’s service price. Furthermore, for the sake of simplicity, the
valuation distribution of renting RAN’s STU is assumed to be uniform on [b, b],
so that Eqs. (5.2) can be used to calculate price offer, pn, for TAl and indifference
valuation, bn, for TAr at each negotiation round. Table 1 lists the main simulation
parameters as well as other network-dependent parameters.

Referring to [3, 17, 18], double-Gaussian and trapezoidal functions are adopted
to simulate the historical statistical load pattern of UMTS and GSM, respectively.
And the curve of DVB-T history derives from Kiefl [18].

The traffic load distributions of the three RANs over a span of 24 hours are
shown in Figure 4. Since UMTS, GSM and DVB-T have different time-varying
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Table 1: Simulation Parameters

RAN DVB-T UMTS GSM
K 100 50 40
λ 1 3 2
s 0 0 0
b 1 3 2

[b, b] [0.5, 1.5] [2.5, 3.5] [1.5, 2.5]
γ 0.1

Th 0

loads, the spectrum sharing among the three RANs are possible on a temporal
basis.

Figure 4: Three networks’ traffic load (predicted and real).

As aforementioned, the spectrum sharing schemes running at t need predict
the traffic load for time t + 1. The curves marked as “predicted” in Figure 4
are the traffic load used by spectrum sharing schemes. In view of unexpected
load peaks or slopes caused by certain events, e.g., traffic jam, important sports
events or a public holiday, the real traffic load values, marked as “real”, will have
some deviations from the predicted values in Figure 4. The performance of various
spectrum sharing schemes are measured under real traffic load values.

6.2. Simulation Results

At first, we investigate the revenue of DVB-T, UMTS and GSM with inter-operator
spectrum sharing scheme, intra-operator spectrum sharing scheme and FSM in
Figure 5 to Figure 7. It is shown that all the three RANs definitely make more
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Figure 5: DVB-T network revenue. Figure 6: UMTS network revenue.

Figure 7: GSM network revenue. Figure 8: DVB-T network spectrum
utilisation.

profits with our proposed two spectrum sharing schemes, compared with conven-
tional FSM. The differences lie in that spectrum sharing schemes allow for the
spectrum trading and negotiation, which are not available in FSM. Consequently,
in spectrum sharing schemes whenever any RANs have difficulty in supporting
their prospective service demands, they will bargain to trade spectrum with the
others. Especially for DVB-T, during UMTS and GSM busy hours, the increase
of his profits is approximately up to 20% on average.

Figure 8 to Figure 13 show the spectrum utilisation and call blocking rate of
the three networks under all spectrum sharing schemes, respectively. From simu-
lation time 20 to 35, some additional spectrums are needed by UMTS and GSM
network, while the spectrums are adequate in DVB-T network. As a result of the
proposed spectrum sharing schemes, the DVB-T leases out its adequate STUs to
the other two networks, which consequently increase the spectrum utilisation of
DVB-T (see Figure 8) and decrease blocking rate of UMTS and GSM network (see
Figure 12 and Figure 13). However, since the spectrum requirements in UMTS and
GSM network are small (less than 10 STUs), the improvement of spectrum util-
isation of DVB-T is 10% at most. Meanwhile, the spectrum utilisation of UMTS
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Figure 9: UMTS network spectrum
utilisation.

Figure 10: GSM network spectrum
utilisation.

Figure 11: DVB-T network blocking
rate.

Figure 12: UMTS network blocking
rate.

and GSM network is still maintained above 90%. Note that the small jitters of
GSM network’s spectrum utilisation (see Figure 13) are caused by the deviation
between predicted traffic load and real traffic load.

From simulation time 40 to 45, see Figure 4, the DVB-T network becomes
lacking in STUs, and rents STUs from UMTS and GSM networks with the con-
straints of inter-operator and intra-operator spectrum sharing schemes. Conse-
quently, both UMTS and GSM network’s spectrum utilisation increase (see Figure
9 and Figure 10). Especially, the improvement of UMTS network spectrum util-
isation is nearly 20% by employing our spectrum sharing schemes. However, due
to the inaccurate traffic load prediction, the DVB-T network’s spectrum utilisa-
tion decreases a little (around 5%). But the call blocking rate of DVB-T network
decreases greatly from 20% to 5% (see Figure 11).

Finally, with respect to inter-operator spectrum sharing scheme, since the
two involving RANs negotiate over the price of traded STU, we investigate the
efficiency of this negotiation procedure. The cumulative probability distribution
of bargaining rounds is presented in Figure 14. We notice that 90% bargaining



Game Theoretic Framework for Autonomic Spectrum Management 187

Figure 13: GSM network blocking
rate.

Figure 14: The probability distribu-
tion of bargaining rounds in inter-
operator spectrum sharing scheme.

procedures finished in 3 rounds. As it is a large scale (every half an hour) spectrum
management method, the inter-operator spectrum sharing scheme taking 3 rounds
negotiation to reach an agreement can be accepted.

7. Implementation of Trading Agent

This part discusses the internal architecture of a TA in detail. Figure 15 shows
the functional architecture of a TA, which is divided into three layers, i.e., the
Cognition Layer, the Reaction Layer and the Memory Layer.

Radio
Cognition Module 

(RCM)

Cooperation
Cognition Module 

(CCM)

Network Parameters
Process Module (NPM)

Memory
Module (MM)

Trading
Agent

Reaction
Layer

Memory
Layer

Cognition
Layer

To Underlying Network To Other TAs

HaHr

Figure 15: The functional architecture of the TA.
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7.1. Cognition Layer

This layer consists of the Radio Cognition Module (RCM) and the Cooperation
Cognition Module (CCM). There are two main functionalities in this layer. One
is to collect information from both underlying network and other TAs. The other
is to report the collected information to upper layer once the statistic exceeds
its corresponding threshold or periodic timer expires. The detailed functionality
descriptions of the RCM and the CCM are given as follows.

The RCM collects the network status information, such as the traffic load,
the call blocking probability, from the underlying network via the Hr interface and
reports it to the upper layer based on a certain criteria. The criteria are also set
by the upper layer, and may be threshold-based or timer-based. In addition, the
RCM relays those network operational parameters generated by the upper layer
to the underlying network via Hr interface.

Similarly, the CCM executes the similar operations like the RCM including
collecting status information and reporting to the upper layer. The only differ-
ence lies in that CCM collects the status information from other TAs via the Ha
interface instead of the Hr interface. Particularly, CCM must have the impor-
tant capability of discovering the neighbouring TAs, which is a prerequisite for
information collection.

7.2. Reaction Layer

The reaction layer is the core component of an agent, which consists of a Network
parameters Process Module (NPM). The NPM implements the main tasks of the
reaction layer, which include tuning the underlying network’s operational param-
eters, i.e., operational spectrum range in this paper, setting report criteria, and
interacting with the upper layer.

The first task of the reaction layer is to manage the spectrum resource au-
tonomically as depicted above. After receiving the information from the cognition
layer, the NPM may decide to rent or lease the spectrum, to achieve the predefined
objectives.

The second task of the reaction layer is to set the report criteria for cognition
layer. The criteria may be a set of statistics thresholds or a period of a timer.
Thus, the cognition layer delivers the collected information to the reaction layer
according to the criteria.

The third task is to exchange the network information with the memory layer.
For each successful adjustment of network spectrum, the NPM should store the
information to the memory layer. When the similar case appears, the NPM can
directly read the solutions from the memory layer instead of recalculation.

7.3. Memory Layer

The Memory Module (MM) is adopted to accelerate the adjustment and achieve
intelligent control. For each successful adjustment, the MM stores the correspond-
ing network parameters. When the NPM in reaction layer faces similar situation,
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the most suitable network operational parameters can be obtained directly from
MM rather than recalculation.

8. Conclusion

In order to facilitate the autonomic network resource management, we investigate
novel bargaining based dynamic spectrum sharing schemes among RANs belonging
to the same operator and multi-operators. By providing the multi-agent architec-
ture for spectrum sharing, we propose the spectrum blocks called STUs be traded
among RANs according to their negotiated results. With the help of bargaining
game theory, the negotiation procedure between intra-operator RANs are simpli-
fied to reach an agreement immediately. And the negotiation procedure between
inter-operator RANs is proved to be convergent and the convergence path is also
given. Simulation results demonstrate that our approaches remarkably outperform
the existing FSM in expanding the network’s revenue, decreasing call blocking rate
and bettering the efficiency of spectrum.

Since the information acquirement between operators is a main challenge for
spectrum bargaining, we propose spectrum bargaining scheme under one sided
uncertainty. For future works, we will further investigate the bargaining procedure
under two sided uncertainty.
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